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Quasiconformality of harmonic mappings between Jordan domains

Miodrag Mateljevića
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Abstract. Suppose that h is a harmonic mapping of the unit disc onto a C1, α domain D. Then h is q.c.
if and only if it is bi-Lipschitz. In particular, we consider sufficient and necessary conditions in terms of
boundary function that h is q.c. We give a review of recent related results including the case when domain
is the upper half plane. We also consider harmonic mapping with respect to ρ metric on codomain.

1. Introduction

This is mainly a review paper which is an extension of [52]. We mainly consider some results, related to
harmonic quasiconformal mappings, obtained by the participants of Belgrade Analysis Seminar. Here and
in [11, 52] we outline a proof of Theorem 1.2, which currently seems to be one of the main new result in this
area. We give proof of Theorem 4.15 stated in [30] and we also announce and outline proofs of some new
results: see for instance Theorems 5.10, 5.11, 5.13, 5.14 and 5.15. In particular, in subsection 3.3 we refine
and generalize some results from [26], related to the geometry of C1,µ curves.

The first characterization of harmonic quasiconformal mappings with respect to the Euclidean metric for
the unit disc was given by O. Martio [47]. Thereafter this area has mainly been studied by the participants
of Belgrade Seminar for Analysis; for a partial review and further results see for example [37, 50], references
cited in this article and [37, 50].

Throughout this paper,D will denote the unit disc {z : |z| < 1}, T the unit circle, {z : |z| = 1} and we will
use notation z = reiθ.

By ∂θh and ∂rh (or sometimes by h′r and h′θ), h′x and h′y we denote partial derivatives with respect to θ
and r, x and y respectively.

Every harmonic function h in D can be written in the form h = f + 1̄, where f and 1 are holomorphic
functions inD. Then an easy calculation shows∂θh(z) = i(z f ′(z)−z1′(z)), h′r = eiθ f ′+eiθ1′, h′θ+irh′r = 2iz f ′ and
therefore rh′r is the harmonic conjugate of h′θ. We also use notation p = f ′, q = 1′,Λh = | f ′|+ |1′|, λh = | f ′|− |1′|
and µh = q/p.

We need some facts related to Hardy spaces (for more details see for example [14, 15, 19, 42, 59]).
For f : U→ C, define

f∗(θ) = f ∗(eiθ) = lim
r→1

f (reiθ)

when this limit exists. For f : T→ C, define f
¯
(θ) = f (eiθ). Sometimes we use the notation f∗ instead of f

¯
.
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The class of all holomorphic (respectively harmonic, complex valued continuous) functions in a plane
domain D will be denoted by H(D) (respectively h(D),C(D)).

For f ∈ C(D), define

Mp( f ; r) =

(
1

2π

∫ π

−π
| f (reit|dt

)1/p

, 0 < p < ∞

M∞( f ; r) = sup
t
| f (reit|

and put || f ||p = limr→1 Mp( f ; r). The class Hp (respectively hp ) consists of all f ∈ H(D) (respectively f ∈ h(D))
for which || f ||p < ∞.

LetM be a σ-algebra in a set X. For a complex Borel measure µ we define a set function |µ| by

|µ|(E) = sup
∞∑
1

|µ(Ei)|,

where the supremum is taken over all partitions Ei of E. It turns out that |µ| actually is a measure. The
set function |µ| is called the total variation of µ, or sometimes, to avoid misunderstanding, the total variation
measure. The term ”total variation of µ” is also frequently used to denote the number |µ|(X).

A complex Borel measure has it range in the complex plane, but our usage of the term ”positive measure”
includes∞ as an admissible value. Thus the positive measures do not form a subclass of the complex ones.
If µ is a complex Borel measure on X, then |µ|(X) < ∞.

If µ is a real measure we define µ+ = 1
2 (|µ| + µ) and µ− = 1

2 (|µ| − µ). Then both µ+ and µ− are positive
measures and they are bounded. Also, µ = µ+ − µ− and |µ| = µ+ + µ−. This representation of µ is known
as the Jordan decomposition of µ and has a certain minimum property which is a corollary of the Hahn
decomposition theorem: if µ = λ1 − λ2, where λ1 and λ2 are positive measures, then λ1 ≥ µ+ and λ2 ≥ µ−.

The measures µ+ and µ− are called the positive and negative variations of µ, respectively.

1. Suppose that µ is a real Borel measure on T and F = P[dµ]. Then

lim
r→1

F(reit) = (Dµ)(t)

exists and is finite for almost all t (with respect to Lebesgue measure). Note that (Dµ)(t) is here defined
as the symmetric derivative of µ at t.
It turns out that there is one-to-one correspondence between the set of all positive finite Borel measure
on T and the set of all positive harmonic functions inD.
It is clear that the Poisson integral F = P[dµ] of every positive finite Borel measure on the unit circle
T is a positive harmonic function in the open diskD.
If F = P[dµ], where µ is any complex Borel measure on T, Fubini’s theorem shows that∫ π

−π
|F(reit|dt ≤ |µ|(T)

where |µ| is the total variation of µ on T.
Now if F is a positive harmonic functions in the open diskD, then |F| = F, so the first integral is 2πF(0),
for every r ∈ [0, 1). Thus positive harmonic functions satisfy the necessary condition which we just
found, and we are led to the following stronger theorem.

2. The mapping µ→ P[dµ] is a linear one-to-one correspondence between the space of all complex Borel
measure on T and the space h1.
There is one-to-one correspondence between the set of all positive finite Borel measure on T and the
set of all positive harmonic functions inD.

3. If f ∈ H1, then f ∗(eiθ) = limr→1 f (reiθ) exists at almost all point of T, and

lim
r→1

∫ π

−π
| f ∗(eit) − f (reit)| dt = 0 .
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4. If f ∈ H1, then f is the Poisson integral and the Cauchy integral (see formulas (1.2) and (1.1) below)
of f∗.

5. If f ∈ Hp, p > 0, then f ∗(eiθ) = limr→1 f (reiθ) exists at almost all point of T, and

lim
r→1

∫ π

−π
| f ∗(reit)|p dt =

∫ π

−π
| f ∗(eit)|p dt,

lim
r→1

∫ π

−π
| f ∗(eit) − f (reit)|p dt = 0 .

6. Every real harmonic function u in the unit diskD is the real part of one f ∈ H(D) such that f (0) = u(0).
If f + u + iv, the last requirement can also be stated in the form v(0) = 0. The function v is called the
harmonic conjugate of u, or the conjugate function of u. Mp(u; r) is monotonically increasing function
of r in [0, 1).
To each p ∈ (1,∞) there corresponds a constant Ap such that ||u||p ≤ Ap||v||p for every real harmonic
function u if v is the conjugate function of u.

7. Let f be holomorphic on D. Then f ′ ∈ H1 iff f has continuous extension to D and f is absolutely
continuous.
If f ′ ∈ H1, then f ′ = ieit f ′(eit) a.e. Here f ′(eit) denotes the non tangential limit when z tends to eit.

8. Consider now domain D bounded by a rectifiable Jordan curve. Let ω be a conformal mapping ofD
onto D. Then

(a) ω has continuous extension toD and ω is absolutely continuous on [0, 2π],
(b) ω′ ∈ H1,
(c) ω′(t) = ieitω′(eit) a.e.
(d) length s(t1, t2) of arc w = ω(eit), t1 ≤ t ≤ t2, is s(t1, t2) =

∫ t2

t1
|ω′(eit)| dt,

(e) ω is conformal a.e. on T.
Hint: Let A be the set of points t ∈ [0, 2π) for which there exists ω′(t) , 0, let t0 ∈ A and z0 = eit0 . The
function

u(z, z0) = ar1
ω(z) − ω(z0)

z − z0

is continuous inD \ {z0}, bounded onD, u∗ is continuous and u = P[u∗].
9. Let D be a domain bounded by a smooth Jordan curve C and ω conformal mapping ofD onto D and
ϕ the inverse mapping.

(i) Then there is a branch ar1ω′ of Ar1ω′ on D. The functions ar1ω′ and ar1ϕ′ have continuous
extension toD and D respectively, and

(ii) ar1ω′(z) = ar1T(w) − ar1z − π/2, z ∈ T, where T is the tangent of the curve C, parameterized by
t 7→ ω(eit), at w = ω(eit); more precisely there is a branch ar1T of multi-valued function Ar1T on
C \ {ω(1)} such that (ii) holds for z ∈ T \ {1}.

Hint: (i) For a fixed τ the function

u(z, τ) = ar1
ω(zeiτ) − ω(z)

zeiτ − z

is harmonic in z ∈ D and there is K such that |u(z, τ)| < K for z ∈ D and τ ∈ (0, π).
(ii) Use T(ω(eit)) = ω′(t) = ieitω′(eit).

10. Let γ be a Jordan curve. By the Riemann mapping theorem there exists a Riemann conformal mapping
of the unit disk onto a Jordan domain Ω = int γ. By Caratheodory’s theorem it has a continuous
extension to the boundary. Moreover if γ ∈ Cn,α, n ∈ N, 0 ≤ α < 1, then the Riemann conformal
mapping has Cn,α extension to the boundary (this result is known as Kellogg’s theorem), see [61].
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Let D be a plane domain and F a family of functions f : D → C. If F is uniformly bounded on each
compact subset of the region D we say that F is uniformly bounded inside D.

Let F ⊂ H(D). The following conditions are equivalent

1. For every sequence fn ∈ F , there is subsequence fnk which converges uniformly inside D to a holo-
morphic function.

2. F is uniformly bounded inside D.

Now we list some properties of harmonic functions. For the proof of the next statements see for example
[19].

1. If a sequence of harmonic function un, n = 1, 2, . . . in D, converges uniformly inside D to a function u,
then u is harmonic in D.

2. If un, n = 1, 2, . . . , is a sequence of harmonic function in D, which is uniformly bounded inside D, then
there is subsequence unk which converges uniformly inside D to a harmonic function.

3. Harnack theorem: If un, n = 1, 2, . . . , is a sequence of harmonic function in D, which is not decreasing
(un(z) ≤ un+1(z), z ∈ D), then it converges uniformly inside D to a harmonic function or +∞.

Let

Pr(t) =
1 − r2

1 − 2r cos(t) + r2

denote the Poisson kernel.
If ψ ∈ L1[0, 2π] and

h(z) =
1

2π

∫ 2π

0
Pr(θ − t)ψ(t) dt, (1.1)

then the function h = P[ψ] so defined is called Poisson integral of ψ.
If ψ is of bounded variation, define Tψ(x) as variation of ψ on [0, x], and let V(ψ) denote variation of ψ

on [0, 2π] (see, for example, [59] p.171).
Define

h∗(θ) = h∗(eiθ) = lim
r→1

h(reiθ)

when this limit exists.
If ψ ∈ L1[0, 2π] (or L1[T]), then the Cauchy transform C(ψ) is defined as

C(ψ)(z) =
1

2π

∫ 2π

0

ψ(t)eit

eit − z
dt (1.2)

with its kernel

K(z, t) =
eit

eit − z
.

While the Hilbert transform H(ψ) is defined as

H(ψ)(φ) = − 1
2π

∫ π

0+

ψ(φ + t) − ψ(φ − t)
tan t/2

dt,

where we abuse notation by extending ψ to be 2π periodic, or consider it to be a function from L1(T). The
following property of the Hilbert transform is also sometimes taken as the definition:
If u = P[ψ] and v is the harmonic conjugate of u, then v∗ = H(ψ) a.e.
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Note that, if ψ is 2π-periodic, absolutely continuous on [0, 2π] (and therefore ψ′ ∈ L1[0, 2π]), then

h′θ = P[ψ′]. (1.3)

Hence, since rh′r is the harmonic conjugate of h′θ, we find

rh′r = P[H(ψ′)], (1.4)
(h′r)

∗(eiθ) = H(ψ′)(θ) a.e.

It is clear that K(z, t) + K(z, t) − 1 = Pr(θ − t) .
Recall, for f : U→ C, define

f∗(θ) = f ∗(eiθ) = lim
r→1

f (reiθ)

when this limit exists. For f : T→ C, define f (θ) = f (eiθ).
If f is a bounded harmonic map defined on the unit discU, then f ∗ exists a.e., f ∗ is a bounded integrable

function defined on the unit circle T, and f has the following representation

f (z) = P[ f ∗](z) =
1

2π

∫ 2π

0
P(r, t − φ) f ∗(eit)dt,

where z = reiφ.
A homeomorphism f : D → G, where D and G are subdomains of the complex plane C, is said to be

K-quasiconformal (K-q.c or k-q.c), K ≥ 1, if f is absolutely continuous on a.e. horizontal and a.e. vertical
line in D and there is k ∈ [0, 1) such that

| fz̄| ≤ k| fz| a.e. on D, (1.5)

where K = (1 + k)/(1 − k), i.e. k = (K − 1)/(K + 1).
Note that the condition (1.5) can be written as

D f :=
Λ

λ
=
| fz| + | fz|
| fz| − | fz|

≤ K,

where K = 1+k
1−k i.e. k = K−1

K+1 .
Note that if γ is 2π-periodic absolutely continuous on [0, 2π] (and therefore γ′ ∈ L1[0, 2π]) and h = P[γ],

then

(h′r)
∗(eiθ) = H(γ′)(θ) a.e.,

where H denotes the Hilbert transform.
Let Γ be a curve of C1,µ class and γ : R → Γ∗ be arbitrary topological (homeomorphic) parametrization

of Γ and s(φ) =
∫ φ

0 |γ
′(t)|dt. It is convenient to abuse notation and to denote by Γ(s) natural parametrization.

For Γ(s) = γ(φ), we define nγ(φ) = iΓ′
(
s(φ)

)
and Rγ(φ, t) = (γ(t) − γ(φ),nγ(φ)).

For θ ∈ R and h = P[γ], define

Eγ(θ) =
(
(h′r)

∗(eiθ),nγ(θ)
)
=

(
H(γ′)(θ),nγ(θ)

)
, a.e.

υ(z, θ) = υγ(z, θ) =
(
rh′r(z), nγ(θ)

)
, z ∈ D .

Note that υ∗(t, θ) =
(
H(γ′∗)(t),nγ(θ)

)
a.e.
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1.1. Background

To each mapping (in particular closed curve Γ) given by γ : T→ C, we associate a function γ∗ : R→ C
defined by γ∗(t) = γ(eit); we also call γ∗ : [0, 2π] → Γ∗ a parametrization of Γ. Harmonic quasiconformal
(abbreviated by HQC) mappings are now very active area of investigation (see for example [29, 35, 36, 55]
and the references cited there).

LetD1 (respectivelyD2) be the family of all Jordan domains in the plane which are of class C1,µ (res C2,µ)
for some 0 < µ < 1.

In [26] the following result is proved:
Theorem A. Let Ω and Ω1 be Jordan domains, let µ ∈ (0, 1], and let f : Ω → Ω1 be a harmonic homeomorphism.
Then:

(a) If f is q.c. and ∂Ω, ∂Ω1 ∈ D1, then f is Lipschitz;

(b) if f is q.c., ∂Ω, ∂Ω1 ∈ D1 and Ω1 is convex, then f is bi-Lipschitz; and

(c) ifΩ is the unit disk,Ω1 is convex, and ∂Ω1 ∈ C1,µ, then f is quasiconformal if and only if its boundary function
is bi-Lipschitz and the Hilbert transform of its derivative is in L∞.

In [27] it is proved that the convexity hypothesis can be dropped if codomain is inD2:
(b1) if f is q.c., ∂Ω ∈ D1 and ∂Ω1 ∈ D2, then f is bi-Lipschitz.

Similar results were announced in [51]. These extend the results obtained in [24, 38, 47, 56].
The proof of the part (a) of Theorem A in [26] is based on an application of Mori’s theorem on qua-

siconformal mappings, which has also been used in [56] in the case Ω1 = Ω = D, and the following
lemma.

Lemma 1.1. Let Γ be a curve of class C1,µ and γ : T→ Γ∗ be arbitrary topological (homeomorphic) parametrization
of Γ. Then

|Rγ(φ, t)| ≤ A |γ((eiφ) − γ(eit)|1+µ,

where A = A(Γ).

In [30], we prove a version of ”inner estimate” for quasi-conformal diffeomorphisms, which satisfies
a certain estimate concerning their Laplacian. As an application of this estimate, we show that quasi-
conformal harmonic mappings between smooth domains (with respect to the approximately analytic met-
ric), have bounded partial derivatives; in particular, these mappings are Lipschitz. Our discussion in [30]
includes harmonic mappings with respect to (a) spherical and euclidean metrics (which are approximately
analytic) as well as (b) the metric induced by the holomorphic quadratic differential.

1.2. HQC are bi-Lipschitz

We now announce some results obtained in [11] and outline their proofs. The results make use of the
Gehring-Osgood inequality [16], as we are going to explain; see Section 5 for more details.

Let Ω be Jordan domain inD1, γ curve defined by ∂Ω and h K-qch fromD onto Ω and h(0) = a0. Then
h is L-Lipschitz, where L depends only on K, dist(a0, ∂Ω) and D1 constant Cγ. In [11] we give an explicit
bound for the Lipschitz constant.

Let h be a harmonic quasiconformal map from the unit disk onto D in class D1. Examples show that
a q.c. harmonic function does not have necessarily a C1 extension to the boundary as in conformal case.
In [11] it is proved that the corresponding functions Eh∗ are continuous on the boundary and for fixed θ0,
υh∗(z, θ0) is continuous in z at eiθ0 onD.

The main result in [11] is

Theorem 1.2. Let Ω and Ω1 be Jordan domains in D1, and let h : Ω → Ω1 be a harmonic q.c. homeomorphism.
Then h is bi-Lipschitz.
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It seems that we use a new idea. We reduce proof to the case when Ω = H. Suppose that h(0) = 0 ∈ Ω1.
We show that there is a convex domain D ⊂ Ω1 inD1 such that γ0 = ∂D touch the boundary ofΩ1 at 0. Since
there is qc extension h1 of h to C, we can apply the Gehring-Osgood theorem to h1 : C∗ → C∗. This gives
estimate for ar1γ1(z) for z near 0, where γ1 = h−1(γ0), and we show that there is a domain D0 ⊂ H in D1
such that h(D0) ⊂ D. Finally, we combine the convexity type argument and noted continuity of functions E
and υ to finish the proof.

2. Preliminary results

We first give an extension of Proposition 1 [49]:

Proposition 2.1. Suppose that ψ : [0, 2π]→ C is of bounded variation and h = P[ψ]. Then

(1) l(r) =
∫ 2π

0 |h′θ(z)| dθ ≤ V(ψ) and l(r) is increasing,

(2) f ′, 1′ ∈ Hp for every 0 < p < 1,

(3) h∗r exists a.e.

∂rh(eit) = lim
r→1−0

h∗(eit) − h(reit)
1 − r

exists a.e. and (∂rh)∗(eit) = ∂rh(eit) a.e. (∂θh)∗ = ψ′ a.e.

(4) If ψ is absolutely continuous, then C[ψ′](z) = iz f ′(z) and iz f ′(z) is the analytic part of ∂θh. Also, C[ψ′](z) =
iz1′(z),

(5) If h = P[ψ] is K-q.c., then h∗ is absolutely continuous and h′∗(t) , 0 a.e.

Proof. (1) If ψ is of bounded variation, then

∂θh(z) =
1

2π

∫ 2π

0
Pr(θ − t) dψ(t)

and hence

l(r) = l(r, h) =
∫ 2π

0
|h′θ(z)| dθ ≤ 1

2π

∫ 2π

0

∫ 2π

0
Pr(θ − t) dTψ(t)dθ ,

where Tψ(x) is total variation of ψ on [0, x]. Thus l(r) ≤
∫ 2π

0 dTψ(t) = Tψ(2π) = V(ψ).
Since h′θ is harmonic, |h′θ| is subharmonic and therefore l(r) is increasing.

(2) Since h′θ ∈ h1, then the Cauchy transform C[hθ] ∈ Hp for every 0 < p < 1.
(3) We leave the proof of (3) to the interested reader.
(4) Note that dψ(t) = ψ′(t)dt + dσ(t), where σ is a singular measure with respect to Lebesgue measure,

i.e., one supported on a set of Lebesgue measure zero. If ψ is absolutely continuous, then dψ(t) = ψ′(t)dt.
Hence, we find h′θ = P[ψ′] and therefore (4). Note that here absolute continuity of ψ is essential.

If M ⊂ T is Lebesgue measurable, we denote by |M| its Lebesgue measure.
(5) Since | f ′| + |1′| ≤ K |h′θ(z)|, then f ′, 1′ ∈ H1. Hence, we conclude that h∗ is absolutely continuous.
Let A0 = {eit : h′∗(t) = 0}, dh = pdz + qdz and E0 ⊂ T the set on which p∗, q∗ exist and |p∗| ≤ K|q∗|. If

z0 ∈ A0 ∩ E0, then p = q = 0 at z0.
Since p and q are analytic onD and belong to H1, we conclude that |A0∩E0| = 0. SinceT\E0 has measure

0, we conclude that |A0| = 0.
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3. Characterizations of HQC

3.1. The half plane
ByH we denote the upper-half plane and Π+ = {z : Rez > 0}.
The first characterizations of the HQC conditions have been obtained by Kalaj in his thesis research.
In the case of the upper half plane, the following known fact plays an important role, cf for example

[41]:
Lemma B. Let f be an euclidean harmonic 1 − 1 mapping of the upper half-plane H onto itself, continuous on H,
normalized by f (∞) = ∞ and v = Im f . Then v(z) = c Imz, where c is a positive constant. In particular, v has
bounded partial derivatives onH.

The lemma is a corollary of the Herglotz representation of the positive harmonic function v (see for
example [7]).

Theorem 3.1. ([52]) Let h : H → H be harmonic function. Then h is orientation preserving harmonic diffeo-
morphism of H onto itself, continuous on H ∪ R such that h(∞) = ∞ if and only if there are analytic function
ϕ :H→ Π+ and constants c > 0 and c1 ∈ R such that limz→∞Φ1(z) = ∞, where

Φ(z) =
∫ z

i
ϕ(ζ)dζ, Φ1 = ReΦ, and

h(z) = hϕ(z) = Φ1(z) + icy + c1, z ∈H. (*1)

Let χ denote restriction of h on R. In this setting, h(z) = hϕ(z) = P[χ] + icy, z ∈ H, where P = PH denotes the
Poisson kernel for the upper half-planeH.

A version of this result is proved in [24].
Let h = u + iv. By Lemma B, u = ReΦ and v = cy, where c > 0 and Φ is analytic function in H. Since

Φ′y = iΦ′ and h(z) = hϕ(z) = (Φ(z) + Φ(z))/2 + icy + c1, we find

h′y(z) = (iΦ′(z) + iΦ′(z))/2 + ic = (iϕ − iϕ)/2 + ic = −Imϕ(z) + ic.

Hence

(X1) h′x(z) = Reϕ(z) and h′y(z) = −Imϕ(z)+ ic. Since hz = (h′x− ih′y)/2 = ϕ/2+ c/2 is analytic, −h′y is harmonic
conjugate of h′x and therefore

(X2) h′y = H(h′∗) = Imϕ(z) − ic,

where h∗ denotes the restriction of h on R.
By HQC0(H) (respectively HQCk

0(H)) we denote the set of all qc (respectively k-qc) harmonic mappings
h ofH onto itself for which h(∞) = ∞.

Recall by χ we denote restriction of h on R. If h ∈ HQC0(H) it is well-known that χ : R → R is a
homeomorphism and Re h = P[χ]. Now we give characterizations of h ∈ HQC0(H) in terms of its boundary
value χ.

Theorem 3.2. The following condition are equivalent

(A1) h ∈ HQC0(H),

(A2) there is analytic function ϕ :H→ Π+ such that ϕ(H) is relatively compact subset of Π+ and h = hϕ.

Proof. Suppose (A1). We can suppose that h is K-qc and c = 1 in the representation (∗1). Since v(z) =
Im h(z) = y, we have λh ≥ 1/K. Let z0 ∈H and define the curve L = {z : Φ1(z) = Φ1(z0)} and denote by l0 the
unit tangent vector to the curve L at z0. Since |dhz0 (l0)| ≤ 1, we have Λh ≤ K onH. Hence absolute values of
partial derivatives of h are bounded from above and below by two positive constants. Thus, by (X1) and
(X2), ϕ is bounded onH.



M. Mateljević / Filomat 26:3 (2012), 479–510 487

In particular, (A1) implies that h is bi-Lipschitz. Hence there two positive constants s1 and s2 such that
s1 ≤ χ′(x) ≤ s2, a.e.

Since χ′(x) = Reϕ∗(x) a.e. on R and ϕ is bounded on H, we find s1 ≤ Reϕ(z) ≤ s2, z ∈ H and (A2)
follows.

We leave to the reader to prove that (A2) implies (A1) and using equation (3.1) below to prove (A1)
implies (A2).

It is clear that the conditions (A1) and (A2) are equivalent to

(A3) there is an analytic function ϕ ∈ H∞(H) and there exist two positive constants s1 and s2 such that
s1 ≤ Reϕ(z) ≤ s2, z ∈H.

Since χ′(x) = Reϕ∗(x) a.e. onR and Hχ′ = Imϕ∗(x)− ic a.e. onR, we get characterization in terms of the
Hilbert transform:

(A4) χ is absolutely continuous, and there exist two positive constants s1 and s2 such that s1 ≤ χ′(x) ≤ s2,
a.e. and Hχ′ is bounded.

A similar characterization holds for smooth domains and in particular in the case of the unit disk; see
Theorems 3.14 and 3.5 below.

From the proof of Theorem 3.3 below, cf [41], it follows that if we set c = 1 in the representation (∗1),
then h = hϕ ∈ HQCk

0(H) if and only ϕ(H) is in a disk Bk = B(ak; Rk), where ak =
1
2 (K + 1/K) = 1+k2

1−k2 and
Rk =

1
2 (K − 1/K) = 2k

1−k2 .
First, we need to introduce some notation: For a ∈ C and r > 0 we define B(a; r) = {z : |z − a| < r}. In

particular, we writeDr instead of B(0; r).

Theorem 3.3. ([41]), the half plane Euclidean-hqc version Let f be a K-qc Euclidean harmonic diffeomorphism
fromH onto itself. Then f is a (1/K,K) quasi-isometry with respect to Poincaré distance.

For higher dimension version of this result see [4, 49, 53].

Proof. We first show that, by pre composition with a linear fractional transformation, we can reduce
the proof to the case f (∞) = ∞. If f (∞) , ∞, there is the real number a such that f (a) = ∞. On the other
hand, there is a conformal automorphism A ofH such that A(∞) = a. Since A is an isometry ofH onto itself
and f ◦A is a K-qc Euclidean harmonic diffeomorphism fromH onto itself, the proof is reduced to the case
f (∞) = ∞.

It is known that f has a continuous extension to H (see for example [43]). Hence, by Lemma B,
f = u + ic Im z, where c is a positive constant. Using the linear mapping B, defined by B(w) = w/c, and a
similar consideration as the above, we can reduce the proof to the case c = 1. Therefore we can write f in
the form f = u + iImz = 1

2 (F(z) + z + F(z) − z), where F is a holomorphic function inH. Hence,

µ f (z) =
F′(z) − 1
F′(z) + 1

and F′(z) =
1 + µ f (z)
1 − µ f (z)

, z ∈H. (3.1)

Define k = K−1
K+1 and w = Sζ = 1+ζ

1−ζ . Then, S(Uk) = Bk = B(ak; Rk), where ak =
1
2 (K + 1/K) = 1+k2

1−k2 and
Rk =

1
2 (K − 1/K) = 2k

1−k2 .
Since f is k-qc, we see that µ f (z) ∈ Uk and therefore F′(z) ∈ Bk for z ∈H. This yields, first,

K + 1 ≥ |F′(z) + 1| ≥ 1 + 1/K, K − 1 ≥ |F′(z) − 1| ≥ 1 − 1/K,

and then, 1 ≤ Λ f (z) = 1
2 (|F′(z) + 1| + |F′(z) − 1|) ≤ K.

So we have λ f (z) ≥ Λ f (z)/K ≥ 1/K. Thus, we find

1/K ≤ λ f (z) ≤ Λ f (z) ≤ K. (3.2)
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Let λ denote the hyperbolic density on H. Since λ( f (z)) = λ(z), z ∈ H, using (3.2) and the corresponding
versions of 3A and 3B forH, cf [41], we obtain

1 − k
1 + k

dh(z1, z2) ≤ dh( f (z1), f (z2)) ≤ 1 + k
1 − k

dh(z1, z2).

It also follows from (3.2) that

1
K
|z2 − z1| ≤ | f (z2) − f (z1)| ≤ K |z2 − z1|, z1, z2 ∈H.

We leave to the reader to prove this inequality as an exercise.
This estimate is sharp (see also [38] for an estimate with some constant c(K)).

Using a similar approach as in the proof of Theorem 3.3 one can show.

Proposition 3.4. Let f : R onto−→ R be an increasing homeomorphism and F(z) = f (x) + iy. Then the following
condition are equivalent (a) f is bi-Lipschitz, (b) F is bi-Lipschitz and (c) F is quasiconformal. In this setting, F is
quasi-isometry with respect to Euclidean and Poincaré distance.

For further results of this type see [33].

3.2. The unit disc

Suppose that h is an orientation preserving diffeomorphism ofH onto itself, continuous onH∪R such
that h(∞) = ∞ and χ the restriction of h to R. Recall h ∈ HQC0(H) iff there is analytic function ϕ : H→ Π+
such that ϕ(H) is relatively compact subset of Π+ and χ′(x) = Reϕ∗(x) a.e.
We give similar characterizations in the case of the unit disk and for smooth domains (see below).

Theorem 3.5. Let ψ be a continuous increasing function on R such that ψ(t + 2π) − ψ(t) = 2π, γ(t) = eiψ(t) and
h = P[γ]. Then h is q.c. if and only if

1. ess infψ′ > 0
2. there is analytic functionϕ : U→ Π+ such thatϕ(U) is relatively compact subset ofΠ+ andψ′(x) = Reϕ∗(ei x)

a.e.

In the setting of this theorem we write h = hϕ. The reader can use the above characterization and
functions of the form ϕ(z) = 2+M(z), where M is an inner function, to produce examples of HQC mappings
h = hϕ of the unit disk onto itself so the partial derivatives of h have no continuous extension to certain
points on the unit circle. In particular we can take M(z) = exp z+1

z−1 , cf [10].
In the next subsection we extend the above theorem to smooth domains. Note that the proof that a HQC

mapping between the unit disk andD1 domain is bi-Lipschitz is more delicate than in the case of the upper
half plane. Instead of Lemma B we use Theorem A and Theorem 1.2.

3.3. The geometry of C1,µ curves

In this section we refine and generalize some results from [26].
If X is a topological space, a curve in X is a continuous mapping γ of a compact interval [α, β] ⊂ R

(here α < β) into X. We call [α, β] the parameter interval of γ and denote the range of γ by tr(γ). Thus γ
is a mapping, and tr(γ) is the set of all points γ(t), for α ≤ t ≤ β. Suppose that γ is a rectifiable curve. For
t ∈ [α, β], denote by s = s(t) = sγ(t) the length of the curve which is the restriction of γ on [α, t]. Then l = s(β)
is the length of γ and there exists a function 1 defined on [0, l] such that γ(x) = 1(s(x)), for all x ∈ [α, β]. We
call 1 an arc-length parametrization of γ and s = sγ a natural (or arc-length) parameter function (associated
to γ). If f : [α1, β1] → tr(γ) is another parametrization of γ in a similar way we define the function s f . We
call s = s f a arc-length parameter function (associated to f ).
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Suppose now that γ is a rectifiable, oriented, differentiable curve given by its arc-length parametrization
1(s), 0 ≤ s ≤ l, where l is the length of γ. If γ is differentiable, then |1′(s)| = 1 and s =

∫ s

0 |1
′(t)|dt, for all

s ∈ [0, l].
If γ is a twice-differentiable curve, then the curvature of γ at a point p = 1(s) is given by κγ(p) = |1′′(s)|.
Since |1′(s)| = 1, then < 1′′(s), 1′(s) >= 0 and consequently 1′(s) = α i 1′′(s), α ∈ R, and |α| = κ−1

γ (p).
If 1′′ exists and it is bounded on [0, l], we say that γ has a bounded curvature and define

κ0 = κ0(γ) = |κγ|∞ = sup
{
|κγ(1(s))| : s ∈ [0, l]

}
< ∞ ,

and C∗γ = κ0/2.

Let K(s, t) = Re [(1(t) − 1(s)) · i1′(s)] .We say that γ is C1,µ, 0 < µ ≤ 1, at w0 = 1(s0) if 1 ∈ C1 (more generally
if there exists 1′ on [0, l]) and

Cγ(w0) = sup
t∈[0,l]

|1′(t) − 1′(s0)|
|t − s0|µ

< ∞.

It is convenient to define Cγ(µ; w0) = 1
1+µCγ(w0) and Cγ(µ) = sup{Cγ(µ; w) : w ∈ tr(γ)}.

We say that γ ∈ C1 if 1 ∈ C1 and that γ ∈ C1,µ, 0 < µ ≤ 1, if 1 ∈ C1 and Cγ(µ) < ∞, i.e.

sup
t,s

|1′(t) − 1′(s)|
|t − s|µ < ∞.

Note that the following conditions are then equivalent:

a1) γ is C1,1,

a2) γ′ is Lipschitz,

a3) γ′ is absolutely continuous and γ′′ ∈ L∞[0, l].

If γ is C2, then

a4) γ has a bounded curvature,

Condition a4) implies a1): that is if γ has a bounded curvature, then γ is C1,1.
For f : T→ C, we define f

¯
on [0, 2π] by f

¯
(t) = f (eit); also, we write simply f

¯
(t) instead of f (eit) and f ′(x)

instead of f
¯
′(x) if the meaning of it is clear from the context. The function f

¯
has periodic extension on R

defined by f
¯
(t) = f

¯
(t + 2π), t ∈ R.

Suppose now that f : R → γ is an arbitrary 2π periodic C1 (more generally absolutely continuous)
function such that f |[0,2π) : [0, 2π)→ tr(γ) is an orientation preserving bijective function. Then the function
s = s f (the arc-length parameter function) given by s(φ) =

∫ φ
0 | f

′(t)|dt is an increasing continuous function
from [0, 2π] onto [0, l]; and if 1 is arc-length parametrization then f (φ) = 1(s(φ)), and therefore if f is C1, we
find | f ′(φ)| = |1′(s(φ))| · |s′(φ)| = s′(φ).

Define dΓ( f (eiφ), f (eix)) := min{|s(φ)− s(x)|, (l− |s(φ)− s(x)|). If γ is C1 and f a homeomorphism, it is easily
verified that this expression is the distance (shorter) between f (eiφ) and f (eix) along γ.

More generally, if we suppose only that the curve is rectifiable we can define the distance along it. Let C
be a rectifiable Jordan closed curve and z1, z2 finite points of C. They divide C into two arc, and we consider
one with smaller euclidean length and denote its length with dC(z1, z2). The curve C is said to satisfy the
arc-chord condition if the ratio of this length to the distance |z1 − z2| is bounded by a fixed number bC = barc

C
for all finite z1, z2 ∈ C.

The curve C is said to satisfy the arc-chord condition at a fixed point z1 ∈ C if the ratio of the length
dC(z1, z) to the distance |z1 − z| is bounded by a fixed number bC(z1) = barc

C (z1) for all finite z ∈ C. We will
prove that a C1 curve satisfies the arc-chord condition.

To get some idea about C1,µ1 curve we give a basic example:
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Example 3.6. For c > 0, 0 < µ < 1, and x0 > 0 the curve

y = c|x|1+µ, |x| < x0 (3.3)

is C1,µ at origin but it is not C1,µ1 for µ1 > µ. It is convenient to write this equation using polar coordinates
z = reiφ: r sinφ = cr1+µ(cosφ)1+µ and we find sinφ = crµ(cosφ)1+µ, 0 ≤ r < r0, where r0 is a positive number.
Since sinφ = φ+o(φ) and cosφ = 1 = o(1), whenφ→ 0, the curve γ(c, µ) defined by joining curvesφ = cr1+µ

and π − φ = cr1+µ, 0 ≤ r < r0, which share the origin, has similar properties near the origin as the curve
defined by (3.3). The reader can check that γ(c, µ) is C1,µ at origin but it is not C1,µ1 for µ1 > µ. Note that if a
curve satisfies φ ≤ cr1+µ, then it is below the curve γ(c, µ).

Let K(s, t) = Re [(1(t) − 1(s)) · i1′(s)].
Along with the function K we will also consider the function K f defined by

K f (φ, x) = Re [( f (x) − f (φ)) · i f ′(φ)] = ( f (x) − f (φ), i f ′(φ)).

If f : U→ C and there exist ω = f ∗(eiφ) and f ′(φ), we define

K f (φ, z) = Re [( f (z) − f (φ)) · i f ′(φ)] = ( f (z) − f (φ), i f ′(φ)).

Suppose in addition that f has continuous extension toD ∪ l, where l = lϵ = {eit : −ϵ ≤ t − t0 ≤ ϵ}, t0 ∈ R
and ϵ > 0, and let f1 be a curve defined by f ◦ l on [−ϵ, ϵ]. If f1 is rectifiable and C1 at ω = eiφ, we define
n = n f (ω) = i1′(s), where s = s f1 (φ). We also define T = T f (ω) = f ′(φ)/| f ′(φ)|, if f ′(φ) , 0; note T f (ω) = 1′(s)
and

R f (φ, x) = Re [( f (x) − f (φ)) · n] = ( f (x) − f (φ), n f (φ)).

Note that K f (φ, x) = | f ′(φ)|R f (φ, x) and there is an obvious geometric interpretation of some notion defined
the above: for ω = eiφ if f ′(φ) exists it is tangent vector of γ at f (ω), T f (ω) = 1′(s) is the unit tangent vector
and n f (φ) = i1′(s) is the unit normal vector.

Let γ be a curve of C1,µ class and f : R→ tr(γ) be arbitrary topological (homeomorphic) parametrization
of γ and denote by Γ(s) natural parametrization.

For Γ(s) = f (φ), we define n f (φ) = iΓ′(s) and R f (φ, t) = ( f (t) − f (φ),n f (φ)).
Let γ be a closed Jordan rectifiable curve and f : R → tr(γ) be arbitrary topological (homeomorphic)

parametrization of γ and denote by Γ(s) its natural arc-length parametrization (in order to emphasize it).
The following two lemmas are basically proved in [26].

Lemma 3.7. Let f : T → tr(γ) be arbitrary topological (homeomorphic) parametrization of γ and γ be a curve of
class C1,µ, 0 < µ ≤ 1, at w = f ((eiφ). Then

K f (φ, t) ≤ A|f
¯
′(φ)||( f (eiφ) − f (eit)|1+µ

|Rγ(φ, t)| ≤ A | f ((eiφ) − f (eit)|1+µ,

where A = A(γ, µ, φ) = Cγ(φ)bγ(φ)1+µ.

Proof. By notation f
¯
(φ) = 1(s(φ)) and f

¯
(x) = 1(s(x)), we have R f (φ, t) = (f

¯
(x) − f

¯
(φ),nγ(φ)) = K(s(φ), s(x)).

Then, by Lemma 3.8, R f (φ, t) ≤ c|s(x) − s(φ)|1+µ ≤ c1|f¯(x) − f
¯
(φ)|1+µ, where c = Cγ(w) and c1 = A.

Lemma 3.8. Let γ be a Jordan closed rectifiable curve, Γ : [0, l] → tr(γ) be its natural parametrization and let
f : [0, 2π] → tr(γ) be arbitrary topological parametrization of tr(γ). Suppose that γ is a C1,µ at w0 = Γ(s0), where
s0 = s f (φ0). Then

|K(s0, t)| ≤ Cγ(w0) min{|s0 − t|1+µ, (l − |s0 − t|)1+µ} (3.4)
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for all t and

|R f (φ0, x)| ≤ Cγ(w0) min{|s(φ0) − s(x)|1+µ, (l − |s(φ0) − s(x)|)1+µ}, (3.5)

for all x, where recall

Cγ(w0) =
1

1 + µ
sup

0≤t,s0≤l

|Γ′(t) − Γ′(s0)|
|t − s0|µ

.

Proof. Let γ be a Jordan closed rectifiable curve, Γ : [0, l] → tr(γ) be a natural parametrization and let γ be
a curve of C1,µ, 0 < µ ≤ 1, class at w0 = Γ(s0), where s0 = s(φ0). Since R(s) = RΓ(s, s0) = (Γ(s) − Γ(s0),n) and
(Γ′(s0),n) = 0, we find R′(s) = (Γ′(s), n) = (Γ′(s) − Γ′(s0), n) and |R′(t)| ≤ c|t − s0|µ, where c = (1 + µ)Cγ(s0).
Hence

|R(s)| ≤
∫ s

s0

|R′(t)|dt ≤ c
∫ s

s0

|t − s0|µdt = c
∫ s−s0

0
|t|µdt = Cγ(w0)|s − s0|1+µ.

Recall Cγ = Cµγ = sup{Cγ(µ; w) : w ∈ tr(γ)}.
Moreover if γ has a bounded curvature then the relations (3.4) and (3.5) are true for

Cγ = sup
{
|κγ(1(s))|/2 : s ∈ [0, l]

}
and µ = 1. In this case

lim
t→s

K(s, t)
(s − t)2 =

|κγ(1(s))|
2

and lim
x→φ

K f (φ, x)

(s(x) − s(φ))2 =
|κγ(1(s))|

2
s′(φ),

and the constant Cγ is the best possible, cf [26].

Lemma 3.9. Let γ be a closed curve of class C1 and f : T → tr(γ) be arbitrary topological (homeomorphic)
parametrization of γ. Then

| f (eiφ) − f (eix))| ≤ dγ( f (eiφ), f (eix)) ≤ bγ|( f (eiφ) − f (eix)|. (3.6)

Proof. Suppose that Γ = (Γ1,Γ2), an arbitrary point s0 ∈ [0, l) and s1, s2 approaches s0. Since

A(s1, s2) :=
|Γ(s2) − Γ(s1)|
|s2 − s1|

= |Γ′1(s3) + iΓ′2(s4)|,

we find that A(s1, s2) tends to 1 when s1, s2 approaches s0. Using this, one can show that that the function B
defined by

B(s1, s2) :=
dγ(Γ(s1),Γ(s2))
|Γ(s2) − Γ(s1)|

is continuous on [0, l] × [0, l]. Hence we get (3.6), where bγ denote the maximum of B on [0, l] × [0, l].

Recall if bγ is finite, we say that γ satisfies chord-arc condition with constant bγ = ba
γrc (or it is of

length-bounded turning with constant bγ). For fixed s1, we define bγ(s1) = max{B(s1, s) : s , s1}. Note
bγ = max{B(s1, s2) : s2 , s1}. See also bounded turning [43] p. 102-105. We have proved if γ is a C1 Jordan
curve, then γ satisfies chord-arc condition. We leave to the interested reader to prove:
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Lemma 3.10. Suppose that γ is a rectifiable Jordan closed curve and let Γ : [0, l] → γ be a natural parametrization
of γ. If the curve γ is C1 at w0 = Γ(s0), then γ satisfies the arc-chord condition at Γ(s0). If the curve γ is C1,µ at
w0 = Γ(s0), then

|K(s0, t)| ≤ Cγ(w0) min{|s0 − t|1+µ, (l − |s0 − t|)1+µ}

for all t ∈ [0, l].

Suppose that γ is a closed rectifiable Jordan curve, Γ its arc-length parametrization and D domain
bounded by γ. If |R(s)| = |RΓ(s, s0)| ≤ C(s0)|s− s0|1+µ (more generally |R(s)| = |RΓ(s, s0)| ≤ C(s0)|Γ(s)−Γ(s0)|1+µ),
we say that D is close to convex of order µ at Γ(s0). If there is a uniform constant independent of s0 we say
that D is close to convex of order µ.

The following two basic theorems are important for our research.

Theorem 3.11. (Kellogg. See for example [19]) If a domain D = Int(Γ) is C1,α and ω is a conformal mapping of
D onto D, then ω′ and lnω′ are in Lipα. In particular, |ω′| is bounded from above and below onU.

Theorem 3.12. (Kellogg and Warschawski. See [58, Theorem 3.6]]) If a domain D = Int(Γ) is C2,α and ω is a
conformal mapping of D onto D, then |ω′′| has a continuous extension to the boundary. In particular it is bounded
from above onD .

3.4. HQC and convex smooth codomains
We need the following result related to convex codomains.

Theorem 3.13. ([49]) Suppose that h is a Euclidean harmonic mapping from D onto a bounded convex domain
D = h(D), which contains the disc B(h(0); R0) . Then

(1) d(h(z), ∂D) ≥ (1 − |z|)R0/2, z ∈ D.

(2) Suppose that ω = h∗(eiθ) and h∗r = h′r(eiθ) exist at a point eiθ ∈ T, and there exists the unit inner normal n = nω
at ω = h∗(eiθ) with respect to ∂D. Then E = (h∗r, nh∗ ) ≥ c0, where c0 =

R0
2 .

(3) In addition to the hypothesis stated in the item (2), suppose that h′∗ exists at the point eiθ. Then |Jh| = |(h∗r,N)| =∣∣∣(h∗r,n)
∣∣∣|N| ≥ c0|N|, where N = i h′∗ and the Jacobian is computed at the point eiθ with respect to the polar

coordinates.

If in addition D is of C1,µ class and h qc, using the result that the function E is continuous [11], we find

(4) |E| ≥ c0.

Outline of proof of (1). To every a ∈ ∂D we associate a nonnegative harmonic function u = ua. Since D is
convex, for a ∈ ∂D, there is a supporting line Λa defined by (w − a,na) = 0, where n = na is a unimodular
complex number such that (w − a, na) ≥ 0 for every w ∈ D. Define u(z) = (h(z) − a, na) and da = d(h(0),Λa).
Then u(0) = (h(0) − a, na) = d(h(0),Λa) and therefore, by the mean value theorem,

1
2π

∫ 2π

0
u(eit)dt = u(0) = da = d(h(0),Λa).

Since u = ua is a nonnegative harmonic function, for z = reiφ ∈ D, we obtain

u(z) ≥ 1 − r
1 + r

1
2π

∫ 2π

0
u(eit)dt.

Hence u(reiφ) ≥ da(1− r)/2, and therefore |h(z)− a| ≥ da(1− r)/2 ≥ (1− r)R0/2. Thus |h(z)− a| ≥ (1− r)R0/2
for every a ∈ ∂D and therefore we obtain (1): d(h(z), ∂D) ≥ (1 − r)R0/2. �



M. Mateljević / Filomat 26:3 (2012), 479–510 493

Theorem 3.14. Suppose that C1, α domain D is convex and denote by γ positively oriented boundary of D. Let
h0 : T→ γ be an orientation preserving homeomorphism and h = P[h0]. The following conditions are then equivalent

a) h is K-qc mapping.

b) h is bi-Lipschitz in the Euclidean metric.

c) the boundary function h∗ is bi-Lipschitz in the Euclidean metric and the Cauchy transform C[h′∗] of its derivative
is in L∞.

d) the boundary function h∗ is absolutely continuous, ess inf |h′∗| > 0 and the Cauchy transform C[h′∗] of its
derivative is in L∞.

e) the boundary function h∗ is bi-Lipschitz in the Euclidean metric and the Hilbert transform H[h′∗] of its derivative
is in L∞.

f ) the boundary function h∗ is absolutely continuous, ess sup|h′∗| < +∞, ess inf |h′∗| > 0 and the Hilbert transform
H[h′∗] of its derivative is in L∞.

We refer to Theorem 3.14 as the main characterization. Note that here, by our notation, h0 = h∗ and h0 = h∗.

Proof. By the fundamental theorem of Rado, Kneser and Choquet, h is an orientation preserving harmonic
mapping of the unit disc onto D.

If D is C1, α, it has been shown in [11] that a) implies b) even without hypothesis that D is a convex
domain. Note that an arbitrary bi-Lipschitz mapping is quasiconformal. Hence the conditions a) and b) are
equivalent.

The Hilbert transform of a derivative of HQC boundary function will be in L∞, and hence a) implies e).
Recall, we use notation p = f ′, q = 1′, Λh = | f ′| + |1′|, λh = | f ′| − |1′|.
If h∗ is absolutely continuous, since h′θ(z) = i(z f ′(z) − z1′(z)), we find C[h′∗](z) = iz f ′(z). It follows that a)

implies c) and d).
Since bi-Lipschitz condition implies absolute continuity, c) implies d) and e).
Let us show d) implies a). Hypothesis C[h′∗] ∈ L∞ implies that f ′ ∈ L∞ and therefore since h is orientation

preserving and | f ′| ≥ |1′|, we find 1′ ∈ L∞. This shows that Λh is bounded from above.
We will show that |p∗| is bounded from above, λ∗h = |p∗|(1 − |µ∗|) is bounded from below, and therefore

that (1 − |µ∗|) is bounded from below.
Let N = i h′∗ and N = n|N|. Since D is a convex domain | f ′| and (h∗r,n) are bounded from below with

positive constant (for an outline of proof see [48, 49]).
Condition C[h′∗] ∈ L∞ implies that f ′ ∈ H∞. Hence, since | f ′| is bounded from below with positive

constant, it follows that Λh is bounded from above and below with two positive constants.
By assumption d), |h′∗| is bounded essentially from below. Since, Jh = Λhλh and by Theorem 3.13

J∗h = (h∗r,N) = (h∗r,n)|N| ≥ c0|N|,

where n = nh∗ and N = n|N| and N = i h′∗, we conclude that λ∗h is bounded from above and below with two
positive constants. It follows from λ∗h = |p∗|(1 − |µ∗|), that (1 − |µ∗|) is bounded from below with positive
constant c1 and therefore k1 = (1 − c1) ≥ |µ∗|. By maximum principle, ||µ||∞ ≤ k1.

Note that hypothesis d) implies that |h′∗| is bounded from above and therefore the boundary function h∗
is bi-Lipschitz. Thus, we have that a) and b) follow from d).

Let us prove that f ) implies d). This will finish the proof, since e) implies f ) and we have already
established that d) implies a). Since the boundary function h∗ is absolutely continuous, recall that, by (1.3),
we have

∂θh(z) = P[h′∗](z) = i(z f ′(z) − z1′(z)),

and, by (1.4), that its harmonic conjugate is z f ′(z) + z1′(z) = rh′r(z) = P[H(h′∗)].



M. Mateljević / Filomat 26:3 (2012), 479–510 494

Thus if h∗ is Lipschitz and H(h′∗) is bounded, then ∂θh and irh′r(z) are bounded onD so by adding these
two together we conclude that h′θ + irh′r = 2iz f ′ = 2C[h′∗] is bounded and therefore the Cauchy transform
C[h′∗] is bounded, and d) follows.

Note that we have here | f ′| is bounded and therefore all partial derivatives of h are bounded, and
H(h′∗) = zp∗ + zq∗ a.e. on T, where p = f ′ and q = 1′.

A version of the part of the main characterization (that (a) is equivalent to (f)) has been stated in [26].

Theorem 3.15. ([26]) Let f : T→ γ be an orientation preserving homeomorphism of the unit circle onto the Jordan
convex curve γ = ∂Ω ∈ C1,µ. Then h = P[ f ] is a quasiconformal mapping if and only if

0 < ess inf | f ′(φ)|, (3.7)
ess sup | f ′(φ)| < ∞ (3.8)

and

ess sup
φ
|H( f ′)(φ)| < ∞, (3.9)

where

H( f ′)(φ) = − 1
2π

∫ π

0+

f ′(φ + t) − f ′(φ − t)
tan t/2

dt,

denotes the Hilbert transformations of f ′.

Note that the condition f) (in Theorem 3.14) contains the hypothesis that f is absolutely continuous
which does not appear in the above formulation. It seems, however, that this hypothesis is essential for
validity of the proof given in [26]. Indeed, it is easy to find an example of a function f satisfying conditions
(3.7), (3.8) and (3.9), such that the corresponding harmonic map h = P[ f ] is not q.c., cf [10].

Our characterization works only for convex domains. If all conditions are kept, but convexity is dropped,
then there can be found examples of maps which are not HQC, cf [10]. We can get HQC characterization of
general harmonic maps to C1, α domains, if we set apart the condition which depends on the convexity of
the domain as one of the requirements.

Theorem 3.16. Suppose that D is C1, α domain. Let h be a harmonic orientation preserving map of the unit disc onto
D and homeomorphism ofD onto D. The following conditions are equivalent

a1) h is K-qc mapping

a2) the boundary function h∗ is absolutely continuous, ess sup|h′∗| < +∞, Hh′∗ ∈ L∞ and s0 = ess inf|(Hh′∗, ih′∗)| > 0.

We only outline the proof of the this theorem.

Proof. Put µ = µh. Clearly a2) implies ess inf|h′∗| > 0. We leave to the reader to check that 2zp∗ = H(h′∗) − ih′∗,
2zq∗ = H(h′∗) + ih′∗, J∗h = (h∗r, i h′∗) = (H(h′∗), i h′∗) ≥ 0 a.e. on T and Jh > 0 on D. Hence |µ| < 1 and
Λ∗hλ

∗
h = J∗h ≥ s0 > 0. Similarly like in the proof of the main characterization theorem a2) implies |µ∗|∞ = k < 1

and so we have a1). The converse is straightforward.

Our last example in this subsection shows that in the mentioned characterization of quasiconformality
one cannot drop the convexity hypothesis.

Example 3.17. ([10], three-cornered hat domain) Let h(z) = z + z2/2, γ(t) = h(eit), zk = eπ/3+2kπ/3 and A =
{z0, z1, z2}. Suppose also that Γ is a smooth Jordan closed curve, G = Int(Γ) such that G ⊂ D, A ⊂ Ext(Γ)
and Γ has a joint arc I0 with T. Let ϕ be conformal mapping of D onto G, z = ϕ(ζ), and h̆ = h ◦ ϕ. Then
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dh̆ = Pdζ+Qdζ and H(h̆′∗) = ζP∗ + ζQ∗ a.e. on T, where P = ϕ′ and Q = ϕϕ′. Since h∗(t) = h(eit) = eit − e−2it/2,
we find h′∗(t) = ie−2it(e3it − 1) and h′∗(t) = 0 if and only if t = tk = 2kπ/3.

It is easily to check that h̆ satisfies the all the hypothesis in the characterization except for the convexity
condition, but h̆ is not a qc on D because Jh̆ is zero on I0. We can chose Γ to be C∞ curve, then h̆∗ is C∞; in
particular H(h̆′∗) is in L∞.

The domain h(D) is known as a three-cornered hat domain.

3.5. Application to the Universal Teichmüller space
For ζ = ξ + iη we use notation |dζ|2 = dξ dη. Here we apply our characterization to the problem of

minimizing functional

K( f ) =
∫

U

| fz(ζ)|2 + | fz(ζ)|2
| fz(ζ)|2 − | fz(ζ)|2 |dζ|

2

over all quasiconformal maps f : D → D with the same boundary condition, i.e. belonging to the same
class in the Universal Teichmüller space. Existence of minimizers of functionalK in the Teichmüller spaces
have been of considerable recent interest. For instance, in [46] it has been proved that minimizers do not
exist in the case of punctured disc.

From results in [5], it follows that the minimizer will exist in the Universal Teichmüller class if and only
if the inverse map on the boundary induces harmonic quasiconformal map, i.e. if P[ f−1] is quasiconformal.
Applying our results, we get the following characterization, cf also [5]:

Theorem 3.18. Let f : T→ T be a homeomorphism of T, that satisfies the M-conditon i.e. that has quasiconformal
extension toD. Then in the Universal Teichmüller class of f there is minimiser of the functionalK if and only if

b1) f is bi-Lipschitz and H[( f−1)′] ∈ L∞(T), or

b2) f is bi-Lipschitz and C[( f−1)′] ∈ L∞(T).

Also, we can get the result about minimisers of K functional of maps from the convex C1,α domains to
the unit disc.

Theorem 3.19. Let D be a convex C1,α domain and f : ∂D→ T an orientation preserving homeomorphism that has
quasiconformal extension to D. Then functional K is minimised in the class of all qc maps with the same boundary
condition if and only if

b1) f is bi-Lipschitz and H[( f−1)′] ∈ L∞(T), or

b2) f is bi-Lipschitz and C[( f−1)′] ∈ L∞(T).

Note that with the second type of condition we can have more general codomains, applying our theory.

4. Inner estimate and quasiconformal harmonic maps between smooth domains

4.1. Basic facts and notations
Let U and H denote, the unit disc and the upper half plane, respectively. By Ω, Ω′ and D we denote

simply connected domains. Suppose that γ is a rectifiable curve in the complex plane. Denote by l the
length of γ and let Γ : [0, l]→ γ be the natural parametrization of γ, i.e. the parametrization satisfying the
condition |Γ̇(s)| = 1 for all s ∈ [0, l].

We will say that γ is of class Cn,µ, for n ∈N, 0 < µ ≤ 1, if Γ is of class Cn and

sup
t,s

|Γ(n)(t) − Γ(n)(s)|
|t − s|µ < ∞.
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We will call Jordan domains in C bounded by Cn,µ Jordan curves, Cn,µ domains or smooth ones.

A Riemannian metric given by the fundamental form ds2 = ρ(dx2+dy2) or ds =
√
ρ|dz|, ρ > 0, is conformal

with the Euclidean metric.
If we write the metric in the form ds =

√
ρ|dz|, we call shortly

√
ρ a metric density (scale) and ρ a metric.

Let ρ(w)|dw|2 be an arbitrary conformal C1-metric defined on D. If f : Ω→ D is a C2 mapping between
the Jordan domains Ω and D, the energy integral of f is defined by the formula:

E[ f , ρ] =
∫
Ω

ρ ◦ f (| fz|2 + | fz̄|2)dx dy.

The stationary points of the energy integral satisfy the Euler Lagrange equation

fzz + (logρ)w ◦ f fz fz̄ = 0, (4.1)

and a C2 solution of this equation is called a harmonic mapping (more precisely a ρ-harmonic mapping).
It is known that f is a harmonic mapping if and only if the mappingΨ = Ψ f = ρ ◦ f fz f z̄ is analytic; and

we say thatΨ is the Hopf differential of f and we writeΨ =Hopf( f ).
If φ is a holomorphic mapping and different from 0 on D and ρ = |φ| on D, we call ρ a φ− metric. We

will call the corresponding harmonic mapping a φ−harmonic.
Notice that for ρ = 1, a ρ-harmonic mapping is an Euclidean harmonic function.
Since we consider diffeomorphisms or C2-mappings, we can use the following definition of quasiconfor-

mal mappings. Let 0 ≤ k < 1 and K = (1 + k)/(1 − k). An orientation preserving diffeomorphism f : Ω→ D
between two domainsΩ,D ⊂ C is called a K -quasiconformal mapping or shortly a q.c. mapping if it satisfies
the condition:

| fz(z)| ≤ k| fz(z)| for each z ∈ Ω.

Occasionally, in this setting, it is also convenient to say that f is a k -quasiconformal mapping.
In this paper we will mainly consider harmonic quasiconformal mappings between smooth domains.

Let Ω,Ω′ be two domains in plane. By QC(Ω,Ω′) we denote the family of all qc mappings f of Ω onto Ω′;
if Ω′ = Ω we write QC(Ω) here and use this convention in similar situation. By QCK(Ω,Ω′) we denote the
family of all K-qc mappings f of Ω onto Ω′ and by HρQC(Ω,Ω′) the family of all mappings in QC(Ω,Ω′)
which are ρ-harmonic on Ω; if ρ = 1 we can drop ρ.

4.2. Results
The following proposition has an important role in the proofs concerning results obtained in [24], [38]

and [41].

Proposition 4.1. Let f be an Euclidean harmonic 1 − 1 mapping of the upper half-planeH onto itself, continuous
on H, normalized by f (∞) = ∞ and v = Im f . Then v(z) = cy, where c is a positive constant. In particular, v has
bounded partial derivatives onH.

Suppose that f is a harmonic Euclidean mapping of the unit disc onto a smooth domain D and ψ is a
conformal mapping of D ontoH, then the composition ψ ◦ f is very rarely Euclidean harmonic, so we can
not apply Proposition 4.1. However, the composition satisfies a simple equation (see (4.8), Section 4) and
it is harmonic with respect to the other metric density ρ defined on H by ρ(ζ)|dζ| = |dw|, where ζ = ψ(w).
Having this in mind, our idea is to apply the following result instead of Proposition 4.1 in more complicated
cases:

Proposition 4.2. (Inner estimate. Heinz-Bernstein, see [20]). Let s : D→ R be a continuous function from the
closed unit discD into the real line satisfying the conditions:

1. s is C2 onD,
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2. ṡ(θ) = s(eiθ) is C2 and
3. |∆s| ≤ c0| ▽ s|2 onD for some constant c0.

Then the function | ▽ s| = |grad s| is bounded onD.

We refer to this result as the inner estimate. Applying this estimate and Kellogg-Warschawski results we
prove the main result of the paper [30].

Theorem 4.3. ([30]) Let f be a quasiconformal C2 diffeomorphism from the C1,α Jordan domain Ω onto the C2,α

Jordan domain D. If there exists a constant M such that

|∆ f | ≤M| fz · fz̄| , z ∈ Ω, (4.2)

then f has bounded partial derivatives. In particular, it is a Lipschitz mapping.

If ϕ and η are conformal, f̂ = ϕ ◦ f ◦ η, we obtain the equality

f̂zz̄

f̂z · f̂z̄
=

(
ϕ′′

ϕ′2
+

1
ϕ′

∂∂̄ f
∂ f · ∂̄ f

)
. (4.3)

Note that equation (4.3) (see below) shows how to transform condition (4.2) if we consider compositions
of the mapping f by conformal mappings. In particular, Theorem 4.3 holds if h is quasiconformal ρ-
harmonic and the metric ρ is approximately analytic, i.e. |∂̄ρ| ≤ M|ρ| on Ω, (see Theorems 3.1-3.2, 3.4, 4.4
below).
Notice that

(a) Theorem 3.1 can be considered as a special case of Theorem 3.4 and 4.4 and
(b) Euclidean and spherical metrics are approximately analytic, so our results can be considered as

extensions of the corresponding ones proved in [47], [56], [38] and [24].

The paper [30] is organized as follows. The main result is proved in Section 2 and its applications are
given in Section 3. In Section 4, we show that the composition of a conformal mappingψ and aφ− harmonic
mapping satisfies a certain equation (see Theorem 4.12); and in particular, if ψ is a natural parameter, we
obtain a representation of φ−harmonic mappings by means of Euclidean harmonics.

In space, instead of Proposition 4.2, we can use the following result of Gilbarg-Hörmander [18] (see also
[17]):

Proposition 4.4. Let Ω be of class C1,α. If f ∈ C1,α(Ω), then P[ f ] ∈ C1,α(Ω).

4.3. Applications
Let D be a domain in C with a Riemannian metric given by the fundamental form ds2 = ρ|dz|2 in D (we

say shortly ρ is a conformal metric in D). The Gaussian curvature on the domain is given by

KD = −
1
2
△ logρ
ρ

.

If, in particular, the domain D is simply connected in C and the Gaussian curvature KD = 0 on D, then
∆ logρ = 0 and therefore ρ = |eω|, where ω is a holomorphic function on D.

Thus the metric ρ = |φ| is induced by a non-vanishing holomorphic function φ(z) = eω(z) defined on the
domain D; in this setting we call ρ a φ−metric.

The corresponding harmonic mapping we will call φ−harmonic. Roughly speaking, φ−harmonic maps
arise if the curvature of the target is 0.

Since ρ2 = φφ, a short computation yields 2ρρw = φ′φ and therefore 2(logρ)w = (logφ)′, i.e.

2(log |φ|)w = (logφ)′. (4.4)
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Hence, by (4.1) we obtain: if f is φ− harmonic, then

fzz +
φ′

2φ
◦ f fz fz̄ = 0. (4.5)

As a direct application of Theorem 4.3 (the main result), using the equality (4.5), we obtain the following
theorem:

Theorem 4.5. Let f be aφ−harmonic mapping of the unit disc U onto a C2,α Jordan domain D. If M = ||(logφ)′||∞ <
∞ and f is quasiconformal, then f has bounded partial derivatives and in particular, it is a Lipschitz mapping.

Proof. It is enough to notice that the hypothesis M = ||(logφ)′||∞ < ∞ and equality (4.5) imply that the
crucial hypothesis (4.2) of the main theorem is satisfied.

Recall T = ∂D.

Theorem 4.6. (Local version) Let f be a C2 φ−harmonic mapping of the unit discD onto the C2,α Jordan domain
D having continuous extension f̃ to the boundary such that f̃ (T) = ∂D. If f is quasiconformal in some neighborhood
of a point z0 ∈ T and (lnφ)′ is bounded in some neighborhood of w0 = f (z0), then f has bounded partial derivatives
and in particular, it is a Lipschitz mapping in a neighborhood of the point z0.

Proof. Let r > 0 be such that f is q.c. in U0 = D(z0, r)∩U. Then γ0 = f (T∩D(z0, r)) is a C2,α Jordan arc in ∂D
containing w0. Now following the proof of Theorem 4.3, we obtain that the function f has bounded partial
derivatives near the arc γ = f (T ∩ D̄(z0, r/2)) and therefore in some neighborhood of the point z0.

Definition 4.7. A function χ which is of class C1 and satisfies the inequality |∂̄χ| ≤ M|χ| in a domain D is
said to be approximately analytic in D with the constant M.

If a φ-metric satisfies the hypothesis M = ||(logφ)′||∞ < ∞ on a domain D, then, by equation (4.4), it is
approximately analytic with the constant M/2.

Hence, the following theorem, concerning an approximately analytic metric, is a generalization of
Theorem 4.5.

Theorem 4.8. Let f be a C2 ρ−harmonic mapping of the unit discD onto the C2,α Jordan domain D. If the metric ρ
is approximately analytic in D and f is quasiconformal, then f has bounded partial derivatives; and, in particular, it
is a Lipschitz mapping.

The proof of the Theorem 4.8 follows directly from Theorem 4.3(the main result), using the fact that the
equation |∂̄χ| = |∂χ| holds for all real functions χ. The following theorem can be proved in the same way as
Theorem 4.6.

Theorem 4.9. (Local version) Let f be a C2 ρ−harmonic mapping of the unit discD onto the C2,α Jordan domain D
having a continuous extension f̃ to the boundary such that f̃ (∂D) = ∂D. If f is quasiconformal in some neighborhood
of a point z0 ∈ T = ∂D, and the metric ρ is approximately analytic in some neighborhood of w0 = f (z0), then f has
bounded partial derivatives, and in particular it is a Lipschitz mapping in a neighborhood of the point z0.

The harmonic and q.c. mappings between Riemann surfaces

Similarly as in the case of domains of the complex plane we define a quasiconformal mapping and a
harmonic mapping f : R→ S between the Riemann surfaces R and S with the metrics ϱ and ρ, respectively.

If f is a harmonic mapping then φdz2 = ρ ◦ f fz f z̄ dz2 is a holomorphic quadratic differential on R, and
we say that φ is the Hopf differential of f and we write φ =Hopf( f ).
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Lemma 4.10. Let (S1, ρ1) and (S2, ρ2) and (R, ρ) be three Riemann surfaces. Let 1 be an isometric transformation of
the surface S1 onto the surface S2:

ρ1(ω)|dω|2 = ρ2(w)|dw|2, w = 1(ω).

Then f : R → S1 is ρ1- harmonic if and only if 1 ◦ f : R → S2 is ρ2- harmonic. In particular, if 1 is an isometric
self-mapping of S1, then f is ρ1- harmonic if and only if 1 ◦ f is ρ1- harmonic.

Proof. If f is a harmonic map then φdz2 = ρ ◦ f p q dz2 is a holomorphic quadratic differential in R, i.e., the
mapping ρ ◦ f p q is analytic near to the parameter z = z(ζ), ζ ∈ R. Let ω = f (z), F = 1 ◦ f , P = (1 ◦ f )z and
Q = (1 ◦ f )z̄. Then P = 1′(ω) · p and Q = 1′(ω) · q. Since ρ1(ω) = ρ2(w)|1′(ω)|2, we obtain

ρ2 ◦ F PQ̄ = ρ2 ◦ 1 ◦ f · |1′(ω)|2pq = ρ1 ◦ f pq̄.

Hence φ1 =Hopf(1 ◦ f ) is a holomorphic differential, i.e., 1 ◦ f is harmonic with respect to the metric ρ2.

Instead of an arbitrary Riemann surface we consider here only the Riemann sphere. Note that most of
the arguments work for an arbitrary compact Riemann surface.

We call the metric ρ defined on S2 = C by

ρ|dz|2 = 4|dz|2
(1 + |z|2)2

the spherical metric. The corresponding distance function is

dS(z,w) =
2|z − w|√

(1 + |z|2)(1 + |w|2)
, dS(z,∞) =

2√
(1 + |z|2)

.

We can verify that the orientation preserving isometries of the Riemann sphere S2 with respect to the
spherical metric are described by Möbius transformations of the form

1(z) =
az + b
ā − b̄z

, a, b ∈ C, |a|2 + |b|2 , 0. (4.6)

The Euler-Lagrange equation for spherical harmonic mappings is

fzz̄ +
2 f̄

1 + | f |2 fz · fz̄ = 0.

It is easy to verify that the spherical metric density is approximately analytic in C with constant 1; more
precisely one can verify

ρz

ρ
= − 2z

1 + |z|2 .

If f is a diffeomorphism of the Riemann sphere (or of a compact Riemann surface M) onto itself, then f is
quasi-isometry with respect to the corresponding metric and consequently, it is quasiconformal.

A natural question is what we can say for harmonic q.c. diffeomorphisms defined in some sub-domain
of the Riemann sphere.

Using Theorem 4.8, Lemma 4.10 and the isometries defined by (4.6) we can prove:

Proposition 4.11. Let the domains Ω,D ⊂ C have C1,α and C2,α Jordan boundary on S2 = C, respectively. Then
any q.c. spherical harmonic diffeomorphism of Ω onto D is Lipschitz with respect to the spherical metric.
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4.4. Representation of φ−harmonic mappings

If f is φ−harmonic, and ϕ is a so called natural parameter defined by φ then the mapping F = ϕ ◦ f is an
euclidean harmonic. Application of Theorem K (see the introduction) to F = ϕ◦ f leads to Theorem 4.15(the
main result of this section), which shows that Theorem 4.5 holds for more general domains than the unit
disk, too.

Recall that if f isφ−harmonic, then it satisfies the equation (4.5). Ifφ(w0) , 0, then there is a neighborhood
V of w0 such that there is a branch

√
φ in V such that

ϕ =

∫ √
φ(z) dz

is conformal on V.
In this setting, we refer to ϕ =

∫ √
φ(z) dz as a natural parameter on V.

Theorem 4.12. If f is φ−harmonic and ψ is conformal on the co-domain of f , then the mapping F = ψ ◦ f satisfies
the following equation:

Fzz̄ =

ψ′′(w)

ψ′(w)2 −
φ′(w)

2ψ′(w) · φ(w)

 · Fz · Fz̄ , (4.7)

where w = f (z).

Proof. Sinceϕ is analytic we have that Fz = ψ′(w) · fz and that Fz̄ = ψ′(w) · fz̄. Hence Fzz̄ = ψ′′(w) fz fz̄+ψ′(w) fzz̄.
On the other hand, f is φ− harmonic and therefore:

fzz = −
1
2
φ′

φ
◦ f · fz fz̄.

Combining those facts, we obtain (4.7).

Notice that if φ = 1, then the φ-metric is reduced to the Euclidean metric; so if f is a Euclidean harmonic
mapping, then

Fzz̄ =
ψ′′

ψ′2
Fz · Fz̄ . (4.8)

Let φ be an analytic function on a domain D. If z0 ∈ D, B = B(z0; R) ⊂ D and φ , 0 on B, there exists a
branch

√
0φ of

√
φ(z) on B. Define

ϕ(w) =
∫ w

0

√
0φ(z) dz,

for w ∈ B.
If D is simply connected φ , 0 on D, ϕ has analytic continuation on D. Recall, in this setting, we refer

to ϕ =
∫ √

φ(z) dz as a natural parameter on D.

Corollary 4.13. Let φ be an analytic function such that there exists a branch of
∫ √

φ(z) dz in some domain D. If
f : Ω→ D is φ−harmonic and

ϕ =

∫ √
φ(z) dz,

then the mapping F = ϕ ◦ f is harmonic with respect to the Euclidean metric.
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Proof. We easily obtain

ϕ′′(w)

ϕ′(w)2 −
φ′(w)

2ϕ′(w) · φ(w)
= 0.

It follows from (4.7) that Fzz̄ ≡ 0. Hence F is harmonic.

Using (4.8) we obtain:

Corollary 4.14. Let h be a Euclidean harmonic mapping, let ψ be conformal on the co-domain of h; and let φ =
((ψ−1)′)2. Then the mapping ĥ = ψ ◦ h is φ- harmonic.

Now we prove that Theorem 4.5 holds for more general domains.

Theorem 4.15. Suppose that

1. D is a Jordan plane domain and φ be an analytic non-vanishing function on D.

2. f is a φ−harmonic quasiconformal mapping of the C1,α domain Ω onto the C1,α Jordan domain D.

3. M = ||(logφ)′||∞ < ∞

Then

(A) ϕ has continuous non-vanishing extension to D, is locally univalent on D.

(B) f has bounded partial derivatives and in particular, it is a Lipschitz mapping.

Note that the hypothesis 3. implies

4. φ has continuous non-vanishing extension to D.

If we substitute the hypothesis 3. with 4. the conclusion of theorem holds.

Proof. In particular, if φ is an analytic non-vanishing function on D then the hypothesis 3. holds. Since
D is simply connected and φ an analytic non-vanishing function on D, there is a branch logφ of multiply
valued function Lnφ and a natural parameter ϕ defined by φ on D. Recall, if f is φ− harmonic, and ϕ is a
natural parameter defined by φ then the mapping F = ϕ ◦ f is Euclidean harmonic.

The hypothesis 3. implies that logφ is Lipschitz on D and in particular that logφ andφ have continuous
non-vanishing extension to D for which we use the same notation. Hence there are a, b > 0 such that
a < |φ| < b on D, and ϕ′ has continuous non-vanishing extension to D.

Proof of (A). Contrary, suppose that ϕ is not locally univalent at a point z0 ∈ ∂D. Then there are points
an, bn ∈ D, an , bn that converge to z0 such that ϕ(an) = ϕ(bn) and there are points zn,wn ∈ [an, bn] such
that Re z′n = 0 and Im w′n = 0, where z′n = ieiαnϕ′(zn) and w′n = ieiαnϕ′(wn). Hence z′n = i Im (z′n − w′n) and
|z′n| = |ϕ′(zn)| converges to |ϕ′(z0)| , 0; since z′n −w′n converges to 0, we get a contradiction. Thus we showed
that ϕ is locally univalent on D.

Proof of (B). Since ϕ′ =
√
φ and a < |φ| < b, we have on

√
a < |ϕ′| <

√
b on D, and therefore ϕ is locally

by-lipschitz on D.
Applying a local version of Theorem A (a) (see the introduction) to a locally C1,α co-domain D′ = ϕ(D)

and a Euclidean harmonic mapping F = ϕ ◦ f (note that ϕ is not 1-1 in general), we can prove (B) and the
proof of theorem is complete.
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Assume that φ(z) , 0 and that the natural parameter

ϕ(z) =
∫ √

φ(z) dz

is well defined on a domain D; and let ϕ map D onto the convex domain D′ = ϕ(D). We now show that ϕ
transforms the φ-metric to the Euclidean metric (see Proposition 4.16 below).

By the definition of φ- metric, we have that:

d(z,w) = inf
z,w∈γ⊂D

∫
γ

√
|φ(ζ)||dζ|.

Since
√
|φ(ζ)||dζ| = |d(ϕ(ζ))|, setting A = ϕ(z), B = ϕ(w) and ξ = ϕ(ζ), by the chain rule we obtain that

d(z,w) = inf
A,B∈γ′⊂D′

∫
γ′
|dξ|,

where D′ = ϕ(D).
Now it is clear that the segment [A,B] that belongs to D′ (because D′ is convex), is the curve that

minimizes the previous functional. Hence d(z,w) = |A − B| = |ϕ(z) − ϕ(w)|. Thus we have proved the
following proposition:

Proposition 4.16. If D′ = ϕ(D) is convex, then ϕ transforms the φ-metric to the Euclidean metric; i.e. the distance
function defined by φ- metric is given by the formula d(z,w) =

∣∣∣ϕ(z) − ϕ(w)
∣∣∣ .

Example 4.17. Let φ0(w) = (w − c0)−2 and let us consider the harmonic maps between two domains Ω and
D with respect to the following metric density on D:

ρ0(w) = |φ0(w)| = |w − c0|−2, w ∈ D, (4.9)

where c0 < D is a given point. If D′ = log(D−{c0}) is a convex domain, then the metric defined by the metric
density (4.9) is

d0(z,w) =
∣∣∣∣∣log

z − c0

w − c0

∣∣∣∣∣ .
It is easy to verify that the conformal mappings A:

A(z) = c0 + reiα(ε−1)/2(z − c0)ε, r ∈ R, ε = ±1, (4.10)

describe the orientation preserving isometries of the domain Dα = C \ {c0 + teiα, t ∈ R+}, with respect to the
metric d0 given by (4.9).

Let f be φ0−harmonic between Ω and D, where D ⊂ Dα for some α. The natural parameter is ϕ0(w) =
± log(w − c0). Hence, as an application of Corollary 4.13, we obtain that F(z) = log( f (z) − c0) is a harmonic
function defined on the simply connected domain Ω. Hence we have

f (z) − c0 = e10(z)+h0(z) = 11(z) · h1(z) =
(√

c0 −
1√
c0
1(z)

)
·
(
− √c0 +

1
√

c0

h(z)
)
,

which yields the representation:

f (z) = 1(z) + h(z) − c0
−11(z) · h(z), (4.11)

where 1 and h are analytic mappings, which map Ω into C \ {c0}.
It is easy to see that the family of mappings defined by (4.11) is closed under transformations given by

(4.10) (see Lemma 4.10).
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The above example provides the motivation for the following result.

Theorem 4.18. Let 1 and h be analytic functions and let f = 1 + h − c0
−11h, c0 , 0, be a diffeomorphism of the C1,β

domain Ω onto the C1,α Jordan domain D such that c0 ∈ C \ D. If f is a q.c. mapping, then it has bounded partial
derivatives and the analytic functions 1′ and h′ are bounded.

Proof. The case c0 = ∞ is proved by Theorem 4.15 and therefore we can assume that c0 , ∞. Put

11 =
√

c0 −
1√
c0
1 and h1 = −

√
c0 +

1
√

c0

h.

Then f − c0 = 11 · h1. Since f (z) , c0 it follows that h1(z) , 0 and 11(z) , 0. Therefore we can take the
mapping F = log( f − c0) which can be written as F = log 11+ log h1 onΩ. Hence F is a harmonic mapping of
Ω onto C1,α domain D′ = log(D − c0). We obtain from Theorem 4.15 that there exists a constant M such that∣∣∣∣∣∣h′1h1

∣∣∣∣∣∣2 +
∣∣∣∣∣∣1′111

∣∣∣∣∣∣2 < M. (4.12)

Thus (log h1)′ is bounded on Ω and consequently log h1 has a continuous extension to the boundary of Ω.
Thus h1 has a continuous and non-vanishing extension to Ω. The same holds for G.

Now, by 4.12, we obtain that h′1 and 1′1 are bounded mappings. Thus h′ and 1′ are bounded.

Example 4.19. A harmonic mapping u with respect to the hyperbolic metric on the unit disk satisfies the
following equation

uzz̄ +
2ū

1 − |u|2 uz · uz̄ = 0.

As far as we know this equation cannot be solved using known methods of PDE; however, we can produce
some examples; more precisely, we characterize real hyperbolic harmonic mappings.

Let

φ1(w) =
4

(1 − w2)2 .

Using a natural parameter, i.e. a branch ofϕ1(z) = log z+1
z−1 = 2 arc tanh z, one can verify that f isφ1−harmonic

if and only if f = tanh 1, where 1 is Euclidean harmonic. Since the metric ρ = |φ(w)| coincides with the
Poincaré metric

λ =
4

(1 − |w|2)2

for real w we obtain that f is real λ- harmonic (hyperbolic harmonic) if and only if f = 2 tanh 1, where 1 is real
Euclidean harmonic. Since the mappings

w = eiφ z − a
1 − āz

, a ∈ D,

are the isometries of the Poincaré disc, because of Lemma 4.10, we obtain the following claim: If h is real
harmonic defined on some domain Ω, then the function

w = eiφ tanh(h(z)) − a
1 − ā tanh(h(z))

(|a| < 1) (4.13)

is harmonic with respect to the hyperbolic metric . Note that the mappings given by (4.13) have the rank 1
and they map Ω into circular arcs orthogonal on the unit circle T.

Moreover, if a circle S orthogonal on the unit circle is given and Λ = S∩T, we can use (4.13) to describe
all λ- harmonic mappings between Ω and Λ.
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5. HQC and the Gehring-Osgood inequality

For a domain G ⊂ Rn let ρ : G → (0,∞) be a function. We say that ρ is a weight function or a metric
density if for every locally rectifiable curve γ in G, the integral

lρ(γ) =
∫
γ
ρ(x)ds

exists.
In this case we call lρ(γ) the ρ-length of γ. A metric density defines a metric dρ : G × G → (0,∞) as

follows. For a, b ∈ G, let

dρ(a, b) = inf
γ

lρ(γ)

where the infimum is taken over all locally rectifiable curves in G joining a and b. It is an easy exercise
to check that dρ satisfies the axioms of a metric. For instance, the hyperbolic (or Poincaré) metric of D is
defined in terms of the density ρ(x) = c/(1 − |x|2) where c > 0 is a constant.

The quasi-hyperbolic metric k = kG of G is a particular case of the metric dρ when ρ(x) = 1
d(x,∂G) .

Suppose that G ⊂ Rn, f : G→ Rn is K-qr and G′ = f (G). Let ∂G′ be a continuum containing at least two
distinct points. By the Gehring-Osgood inequality [16], there exists a constant c > 0 depending only on n
and K such that

kG′( f y, f x) ≤ c max{kG(y, x)α, kG(y, x)}, α = K1/(1−n), x, y ∈ G .

Example 5.1. Suppose that B(x0, r) ⊂ G.

a) If |x1 − x0| ≤ r/2, then kG(x0, x1) ≤ 2|x0 − x1|/r.

b) If x1 ∈ B(x0, r), then kG(x0, x1) ≥ |x0 − x1|/2r.

Hint a) for x ∈ [x0, x1], we find d(x) = d(x, ∂G) ≥ r/2 and therefore kG(x0, x1) ≤
∫ |x0−x1 |

0 |dx|/d(x) ≤ 2|x0−x1|/r.
b) If x1 ∈ B(x0, r), then for x ∈ B(x0, r), d(x) ≤ 2r and therefore 1/d(x) ≥ 1/2r.

The proof of the Gehring-Osgood inequality is based on:

Lemma 5.2. ([16]) There is a constant a which depends only on n with the following property. If f is qc of D onto
D′, then

| f (x2) − f (x1)|
d( f (x1), ∂D′)

≤ a(
|x2 − x1|
d(x1, ∂D)

)α, α = K1/(1−n)

for all x1, x2 ∈ D with |x2 − x1| ≤ a−1/αd(x1, ∂D).

Theorem 5.3. (The Gehring-Osgood inequality) Suppose that D ⊂ Rn, f : D → Rn is K-qc and D′ = f (D).
There exists a constant c2 = 4(2a)1/α > 0 depending only on n and K such that

kD′( f (x1), f (x2)) ≤ c2 max{kD(x1, x2)α, kD(x1, x2)}, α = K1/(1−n), x1, x2 ∈ D .

Proof. We consider two cases.
Case (A). Suppose that

|x2 − x1| ≤ (2a)−1/αd(x1, ∂D) < 1 . (5.1)

By lemma,

| f (x2) − f (x1)|
d( f (x1), ∂D′)

≤ a
(
|x2 − x1|
d(x1, ∂D)

)α
≤ 1

2
.
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Put y1 = f (x1), y2 = f (x2), d = d(x1, ∂D) and d′ = d(y1) = d( f (x1), ∂D′). Then, by Example 5.1, kD′(y1, y2) ≤
2|y2 − y1|/d′ and kD(x1, x2) ≥ |x2 − x1|/2d.

In particular, kD′ (y1, y2) ≤ 1.
Case (B). Suppose that (5.1) is not true. Then join x1 and x2 with geodesic line γ and choose z1 =

x1, · · · , zm+1 = x2 such that

|z j − z j+1|
d(z j, ∂D)

= (2a)−1/α,
|zm − zm+1|
d(zm, ∂D)

≤ (2a)−1/α

for j = 1, · · · ,m − 1. Then kD′ (y1, y2) ≤ m and kD(x1, x2) ≥ m−1
2 (2a)−1/α.

Let f be a map from a metric space M to another metric space N. We say that f is a pseudo -isometry if
there exist two positive constants a and b such that for all x, y ∈M

a−1dM(x, y) − b ≤ dN( f (x), f (y)) ≤ adM(x, y).

For for studying pseudo -isometries it is convenient to have the following lemma, cf [53].

Lemma 5.4. Let G and G′ be two domains in Rn. Let σ and ρ be two metric densities on G and G′, respectively,
which define the corresponding metrics ds = σ(z)|dz| and ds = ρ(w)|dw|; and f : G → G′, C1-mapping. If
ρ( f (z)) | f ′(z)| ≤ cσ(z), z ∈ G , then ρ( f (z2), f (z1)) ≤ c σ(z2, z1), z1, z2 ∈ G.

The proof of this result is straightforward and it is left to the reader as an exercise.
Using the Gehring-Osgood inequality, the following results are proved, cf [53]:

Theorem 5.5. Suppose that Ω is a proper subset of Rn, h : Ω → Rn is a harmonic K-qc mapping. Then h is
pseudo-isometry with respect to quasi-hyperbolic metrics on Ω and Ω′ = hΩ.

In particular:

Corollary 5.6. Under the above condition, f : (Ω, kΩ)→ (Ω′, kΩ′) is Lipschitz.

Theorem 5.7. Suppose thatΩ is a proper subset of Rn, f : Ω→ Rn is K-qr andΩ′ = f (Ω). Let ∂Ω′ be a continum
containing at least two distinct point.
If f is a vector harmonic map, then f is Lipschitz with respect to quasi-hyperbolic metrics on Ω and Ω′.

5.1. HQC are bi-Lipschitz

We can compute the quasihyperbolic metric k on C∗ by using the covering exp : C → C∗, where exp is
exponential function. Let z1, z2 ∈ C∗, z1 = r1eit1 , z2 = r2eit2 and θ = θ(z1, z2) ∈ [0, π] the measure of convex
angle between z1, z2. We will prove

k(z1, z2) =
√
| ln r2

r1
|2 + θ2 .

This well-known formula is due to Martin and Osgood, see [[60],(3.12)].
Let l = l(z1) be line defined by 0 and z1. Then z2 belongs to one half-plane, say M, on which l = l(z1)

divides C.
Locally denote by ln a branch of Log on M. Note that ln maps M conformally onto horizontal strip of

with π. Since w = ln z, we find the quasi-hyperbolic metric

|dw| = |dz|
|z| .
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Note that ρ(z) = 1
|z| is the quasi-hyperbolic density for z ∈ C∗ and therefore k(z1, z2) = |w1−w2| = | ln z1− ln z2|.

Let z1, z2 ∈ C∗, w1 = ln z1 = ln r1 + it1. Then z1 = r1eit1 ; there is t2 ∈ [t1, t1 + π) or t2 ∈ [t1 − π, t1) and
w2 = ln z2 = ln r2 + it2 . Hence

k(z1, z2) =
√
| ln r2

r1
|2 + (t2 − t1)2 ,

and therefore as a corollary of the Gehring-Osgood inequality, we have

Proposition 5.8. Let f be a K-qc mapping of the plane such that f (0) = 0, f (∞) = ∞ and α = K−1 . If z1, z2 ∈ C∗,
|z1| = |z2| and θ ∈ [0, π] (respectively θ∗ ∈ [0, π]) is the measure of convex angle between z1, z2 (respectively
f (z1), f (z2)), then θ∗ ≤ c max{θα, θ}, where c = c(K). In particular, if θ ≤ 1, then θ∗ ≤ cθα.

We announce some results obtained in [11]. The results make use of Proposition 5.8, which is a corollary
of the Gehring-Osgood inequality [16], as we are going to explain.

Let Ω be Jordan domain inD1, γ curve defined by ∂Ω and h K-hqc fromD onto Ω and h(0) = a0. Then
h is L-Lipschitz, where L depends only on K, dist(a0, ∂Ω) and D1 constant Cγ. In [11] we give an explicit
bound for the Lipschitz constant.

Let h be a harmonic quasiconformal map from the unit disk onto D in class D1. Examples show that
a q.c. harmonic function does not have necessarily a C1 extension to the boundary as in conformal case.
In [11] it is proved that the corresponding function Eh∗ is continuous on the boundary and for fixed θ0,
υh∗(z, θ0) is continuous in z at eiθ0 onD.

The main result in [11] is (stated in the introduction as Theorem 1.2):

Theorem 5.9. Let Ω and Ω1 be Jordan domains in D1, and let h : Ω → Ω1 be a harmonic q.c. homeomorphism.
Then h is bi-Lipschitz.

It seems that we use a new idea here. Let Ω1 be C1,µ curve. We reduce proof to the case when Ω = H.
Suppose that h(0) = 0 ∈ Ω1. We show that there is a convex domain D ⊂ Ω1 inD1 such that γ0 = ∂D touch
the boundary of Ω1 at 0 and that the part of γ0 near 0 is a curve γ(c) = γ(c, µ). Since there is qc extension
h1 of h to C, we can apply Proposition 5.8 to h1 : C∗ → C∗. This gives estimate for ar1γ1(z) for z near 0,
where γ1 = h−1(γ(c)), and we show that there exist constants c1 > 0 and µ1 such that the graph of the curve
h−1(γ(c)) is below of the graph of the curve γ(c1) = γ(c1, µ1). Therefore there is a domain D0 ⊂H inD1 such
that h(D0) ⊂ D. Finally, we combine the convexity type argument and noted continuity of functions E and
υ to finish the proof.

5.2. ρ-HQC are bi-Lipschitz
We announce the following results:

Theorem 5.10. Let f be a C2 K quasiconformal mapping of the unit disk onto a C2,α Jordan domain Ω. Let ρ be a
C1 metric on Ω and suppose that f is ρ-harmonic, that is wzz̄ + 2(logρ)wwzwz̄ = 0. Then J f , 0 and f is Euclidean
bi-Lipschitz.

Suppose that ds = ρ|dz| is metric on domain G ⊂ C, ρ ∈ C1(G), the Gaussian curvature Kρ < 0,
S = (G, ρ|dz|), and h : D→ G is continuous. Define Γ(t) = h(eit).

We also announce a generalization of G. Alessandrini, V. Nesi [3] theorem:

Theorem 5.11. Suppose the above notation and

1. h is univalent on T and D = Int(Γ)
2. h ∈ C1(D)
3. h is ρ-harmonic onD and D ⊂ G
4. |p| > |q| on T, where p = fz and q = fz̄.

Then
5. h is univalent onD and h(D) = D.
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5.3. Univalent harmonic qc mapping of strip
Define K2 = {w : |Imw| < 1} (in some preprints we also use the notation S0 for K2). If h is univalent

harmonic ofK2 with h(∞) = ∞, we say that h ∈ H0(K2) and if it is in addition qc that h ∈ HQC0(K2). We can
use the shearing method to study univalent harmonic of S0 = K2 and show that:

Proposition 5.12. Suppose that

a) h is a homeomorphism ofK2, and

b) h ∈ H0(K2).

Then H(z) = f (z) − 1(z) = z and h = z + 2Re g, where Re g′ > −1/2 onK2, and limz→∞(x + 2Re g(z)) = ∞.

Whether the conclusion of this proposition holds if the hypothesis a) is replaced by

c) h is continuous onK2.

If h is defined by h(z) = arg(iz+1)+iy, where arg is branch of argument on the right half-plane determined
by values in (−π/2, π/2), then it mapsK2 onto the rectangle (−π/2, π/2) × (−1, 1).

If h ∈ HQC0(K2), then v = Im h(z) = ±y and h(z) = ReF ± iy, where F is analytic on K2. If we suppose
that Im h(z) = y, then h(z) =

(
F + z + (F − z)

)
/2, where F is analytic onK2.

Note that h is orientation preserving if and only if |F′ + 1| > |F′ − 1|, that is ReF′ > 0 onK0.
If h ∈ HQC0(K2) is a K-qc, since |v′y| = 1, we have Λh ≤ K and λh ≥ 1/K; hence we find

Theorem 5.13. If h ∈ HQC0(S0), then

1
K
|z1 − z2| ≤ |h(z1) − h(z2)| ≤ K|z1 − z2|.

for z1, z2 ∈ K2.

5.4. The upper half spaceHn.

Here we follow Subsection 2.7 [53]. Let Hn denote the half-space in Rn. If D is a domain in Rn, by
HQC(D) we denote the set of Euclidean harmonic quasiconformal mappings of D onto itself.

In particular if x ∈ R3, we use notation x = (x1, x2, x3) and we denote by ∂xk f = f ′xk
the partial derivative

of f with respect to xk .
A fundamental solution in space R3 of the Laplace equation is 1

|x| . Let U0 =
1
|x+e3 | , where e3 = (0, 0, 1).

Define h(x) = (x1 + ε1U0, x2 + ε2U0, x3). It is easy to verify that h ∈ HQC(H3) for small values of ε1 and ε2.
Using the Herglotz representation of a nonnegative harmonic function u (see Theorem 7.24 and Corollary

6.36 [7]), one can get:

Lemma A. If u is a nonnegative harmonic function on a half spaceHn, continuous up to the boundary with
u = 0 onHn, then u is (affine) linear.

In [49], the first author has outlined a proof of the following result:

Theorem A. If h is a quasiconformal harmonic mapping of the upper half spaceHn onto itself and h(∞) = ∞,
then h is a quasi-isometry with respect to both the Euclidean and the Poincaré distance.

Note that the outline of proof in [49] can be justified by Lemma A.
In [53], we show that the analog statement of this result holds for p-harmonic vector functions (solutions

of p-Laplacian equations) using the mentioned result obtained in the paper [40], stated here as:

Theorem B. If u is a nonnegative p-harmonic function on a half spaceHn, continuous up to the boundary
with u = 0 onHn, then u is (affine) linear.

We plan further to investigate methods developed in this article (specifically see the proofs of Theorems
3.1, 3.2, 3.3 and Theorem A) and the sketch of proofs of Theorem 5.13 given in this subsection. Here are a
few comments and questions.
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1. We can derive an analogy of Theorem 3.1 in the case ofK2.
2. Describe an analogy of Theorem 3.1 in the case ofH3 = {(x, y, z) : x, y ∈ R, z > 0}.
3. We can derive an analogy of Theorem 5.13 in the caseK3 = {(x, y, z) : x, y ∈ R, 0 < z < 1}.
4. Describe harmonic qc mapping ofH onto a rectangle (0, a) × (0, 1), a > 0.

Let Q = {(x, y, z) : x, y, z > 0} and denote by HQC0(Q,H3) (respectively HQCk
0(Q,H3)) the set of all qc

(respectively k-qc) harmonic mappings h of Q ontoH3 = {(x, y, z) : x, y ∈ R, z > 0} for which h(∞) = ∞.
5. Describe HQC0(Q,H3) and the corresponding problem in 2-dimension?

Theorem 5.14. Let h : D→ Rn, n ≥ 2, be a homeomorphism, which is vector harmonic on the unit disk and
let γr be curves defined by h(reit), 0 ≤ t ≤ 2π and γ = γ1.
Then h′t(reit) ∈ h1(D) if and only if γ is rectifiable. In this setting,
|γr| → |γ| if r→ 1.

Further results of this type will appear in a joint work of the author, D. Kalaj and M. Marković; see
also [28].
Note that there is the difference between harmonic and holomorphic version of Theorem 5.14 concern-
ing the property of absolute continuity; see Proposition 2.1 [52]. Under the hypothesis of Theorem
5.14, in general, γ is not absolutely continuous. In particular, if n = 2 and h is holomorphic, then γ is
absolutely continuous (Smirnov theorem).
We also announce a version of the isoperimetric inequality for harmonic functions:

Theorem 5.15. Let f : D → C be harmonic, continuous on D and γ curve defined by f (eit), 0 ≤ t ≤ 2π.
Suppose that f = 1+ h, where 1 and h are holomorphic function onD. If γ is rectifiable curve of length L, then

A(γ) =
∫
D

(|1′|2 − |h′|2)dxdy =
∫
C

nγ(w)du dv ≤ L2

4π
, (5.2)

where nγ(w) is the index γ with respect to w.
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[40] T. Kilpeläinen, H. Shahgholian, X. Zhong, Growth estimates through scaling for quasilinear partial differential equations, Ann.

Acad. Sci. Fenn. Math. 32 (2007) 595–599.
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