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#### Abstract

In this work, the problem of delay-dependent stability for uncertain stochastic systems with interval time-varying delays and nonlinear uncertainties is addressed. The parameter uncertainties are assumed to be norm bounded and the delay is assumed to be time-varying and belong to a given interval, which means that the lower and upper bounds of interval time-varying delays are available. By constructing an augmented Lyapunov functional, a new delay interval-dependent stability criterion for the system is obtained in terms of Linear Matrix Inequalities (LMIs). Comparisons are made through numerical examples and less conservatism results are reported.


## 1. Introduction

The stability analysis of stochastic time delay systems have been an active research area in the past years [1]-[4], since many practical systems can be modeled to stochastic differential equations with time-delays. Based on the Lyapunov theory of stability, many stability conditions have been obtained by means of linear matrix inequalities. Recently, model transformation and cross term bounding techniques [5]-[6], inputoutput method [7] and integral inequality approach [8] have been applied to reduce the conservatism of the stability criteria for stochastic delay systems. However, free-weighting matrix method plays a key role in reducing conservatism. In this paper some free-weighting matrices are added and less conservative results are obtained. It is worth mentioning that the exogenous nonlinear disturbance input has been dealt within many papers, since it may result from the linearization process of an originally highly nonlinear plant or may be an external nonlinear input, which could cause the instability of the system. The stability issue and the performance of uncertain stochastic systems with interval time-varying delays and nonlinear perturbations are therefore, both of theoretical and practical importance and have been attracted by considerable number of researches [9]-[13]. The authors of [14] proposed an augmented Lyapunov-Krasovskii functional for analyzing uncertain neutral systems with time-varying delays and has showed the proposed stability criterion provides larger feasible region. To the best of the author's knowledge, the stability analysis of uncertain stochastic system with interval time-varying delays and nonlinear uncertainties via augmented

[^0]Lyapunov functional approach has not been investigated. So, we hope to apply the augmented Lyapunov functional approach to stochastic delay systems such that the conservatism of stability conditions could be reduced. The delay is assumed to be time-varying and belong to a given interval, which means that the lower and upper bounds of interval time-varying delays are available. This paper discusses the delaydependent stability criterion of uncertain stochastic delay systems with nonlinear uncertainties in terms of LMIs which can be solved efficiently by using the interior-point algorithms [15]. Compared to other methods, the proposed method overcomes some of the main sources of conservatism and has its own advantages. Finally, two numerical examples are given and the corresponding simulation by MATLAB is provided to illustrate the effectiveness of the proposed method.

## 2. Notations:

Throughout this paper, $\mathbb{R}^{n}$ and $\mathbb{R}^{n \times n}$ denote, respectively, the $n$-dimensional Euclidean space and the set of all $n \times n$ real matrices. The superscript $T$ denotes the transposition and the notation $X \geq Y$ (respectively, $X>Y$ ), where $X$ and $Y$ are symmetric matrices, means that $X-Y$ is positive semi-definite (respectively, positive definite). I denotes the identity matrix of appropriate dimension. The notation * always denotes the symmetric block in one symmetric matrix.

## 3. Problem description and Preliminaries

Consider the following uncertain stochastic system with interval time-varying delays and nonlinear uncertainties:

$$
\begin{align*}
d x(t)= & {[(A+\Delta A(t)) x(t)+(B+\Delta B(t)) x(t-\tau(t))] d t } \\
& +[g(t, x(t), x(t-\tau(t)))] d w(t) \\
x(t)= & \phi(t), \quad t \in\left[-h_{2}, 0\right], \tag{1}
\end{align*}
$$

where $x(t) \in \mathbb{R}^{n}$ is the state vector, $A$ and $B$ are known real constant matrices with appropriate dimensions, $w(t)$ is an $m$-dimensional Brownian motion defined on the probability space $(\Omega, \mathcal{F}, \mathcal{P})$ satisfying $\mathcal{E}\{d w(t)\}=0$ and $\mathcal{E}\left\{d w^{2}(t)\right\}=d t$, where $\mathcal{E}\{\cdot\}$ is the mathematical expectation. $\phi(t)$ is the initial condition for all $t \in\left[-h_{2}, 0\right]$. $\tau(t)$ denotes the time-varying interval delay and is assumed to satisfy the following conditions:

$$
0 \leq h_{1} \leq \tau(t) \leq h_{2}, \quad \dot{\tau}(t) \leq \mu<\infty,
$$

where $h_{1}$ and $h_{2}$ are the lower and upper bounds of $\tau(t)$ respectively. $g(t, x(t), x(t-\tau(t))) \in \mathbb{R}^{n \times m}$ is a nonlinear function satisfying

$$
\begin{equation*}
\operatorname{trace}\left\{g^{T}(t, x(t), x(t-\tau(t))) g(t, x(t), x(t-\tau(t)))\right\} \leq\left\|G_{1} x(t)\right\|^{2}+\left\|G_{2} x(t-\tau(t))\right\|^{2} \tag{2}
\end{equation*}
$$

where $G_{1}, G_{2} \in \mathbb{R}^{n \times n}$ are known matrices of appropriate dimensions. $\Delta A(t)$ and $\Delta B(t)$ are the parametric uncertainties of the form:

$$
[\Delta A(t) \quad \Delta B(t)]=H F(t)\left[\begin{array}{ll}
T_{1} & T_{2} \tag{3}
\end{array}\right]
$$

where $H, T_{1}, T_{2}$ are constant matrices with compatible dimensions and $F(t)$ is an unknown time-varying matrix function satisfying,

$$
\begin{equation*}
F^{T}(t) F(t) \leq I \tag{4}
\end{equation*}
$$

Now, (1) can be rewritten as

$$
\begin{align*}
d x(t) & =[A x(t)+B x(t-\tau(t)+H p(t)] d t+[g(t, x(t), x(t-\tau(t)))] d w(t)  \tag{5}\\
p(t) & =F(t) q(t)  \tag{6}\\
q(t) & =T_{1} x(t)+T_{2} x(t-\tau(t)) \tag{7}
\end{align*}
$$

For convenience, we set

$$
\begin{align*}
y(t) & =A x(t)+B x(t-\tau(t))+H p(t)  \tag{8}\\
g(t) & =g(t, x(t), x(t-\tau(t))) . \tag{9}
\end{align*}
$$

Throughout this paper we shall use the following definition for system (1).
Definition 3.1. The stochastic time-delay system (1) is said to be robustly asymptotically mean-square stable if for all admissible uncertainties (3) the following holds for any initial condition:

$$
\lim _{t \rightarrow \infty} \mathcal{E}\left\{\|x(t)\|^{2}\right\}=0
$$

The following lemmas will be essential for the proof of main result.
Lemma 3.2. (Schur Complement) Given constant matrices $\Omega_{1}, \Omega_{2}$ and $\Omega_{3}$ with appropriate dimensions, where $\Omega_{1}^{T}=\Omega_{1}$ and $\Omega_{2}^{T}=\Omega_{2}>0$, then

$$
\Omega_{1}+\Omega_{3}^{T} \Omega_{2}^{-1} \Omega_{3}<0
$$

if and only if

$$
\left[\begin{array}{cc}
\Omega_{1} & \Omega_{3}^{T} \\
* & -\Omega_{2}
\end{array}\right]<0 \quad \text { or }\left[\begin{array}{cc}
-\Omega_{2} & \Omega_{3} \\
* & \Omega_{1}
\end{array}\right]<0 .
$$

Lemma 3.3. [16] For any constant matrix $M>0$, any scalars $a$ and $b$ with $a<b$, and a vector function $x(t)$ : $[a, b] \rightarrow \mathbb{R}^{n}$ such that the integrals concerned as well defined, then the following holds

$$
\left[\int_{a}^{b} x(s) d s\right]^{T} M\left[\int_{a}^{b} x(s) d s\right] \leq(b-a) \int_{a}^{b} x^{T}(s) M x(s) d s
$$

## 4. Main Result

In this section, we propose a new stability criterion for uncertain stochastic system (1) with interval time-varying delays and nonlinear uncertainties.

Theorem 4.1. For given scalars $h_{2}>h_{1} \geq 0$ and $\mu$, system (1) is globally asymptotically stable in the mean square if there exist positive definite symmetric matrices $P, R_{l}(l=1,2,3), Q_{i}, Z_{i}(i=1,2), U_{j},(j=1,5,8,10)$, any matrices $U_{2}, U_{3}, U_{4}, U_{6}, U_{7}, U_{9}, N_{k}, M_{k}(k=1, \cdots, 8), X$ and a positive scalar $W$ satisfying the following LMIs:

$$
\left[\begin{array}{cccc}
U_{1} & U_{2} & U_{3} & U_{4}  \tag{10}\\
* & U_{5} & U_{6} & U_{7} \\
* & * & U_{8} & U_{9} \\
* & * & * & U_{10}
\end{array}\right]>0,
$$

$$
\Pi=\left[\begin{array}{cccccc}
\Sigma & \Xi_{1}^{T} X & -N & -M & -S & \Xi_{2}^{T} W  \tag{11}\\
* & \Omega_{2,2} & 0 & 0 & 0 & 0 \\
* & * & \Omega_{3,3} & 0 & 0 & 0 \\
* & * & * & \Omega_{4,4} & 0 & 0 \\
* & * & * & * & \Omega_{5,5} & 0 \\
* & * & * & * & * & -W
\end{array}\right]<0,
$$

where

$$
\begin{aligned}
& \Sigma=\left(\Phi_{i, j}\right)_{8 \times 8}, \\
& \Phi_{1,1}=N_{1}+N_{1}^{T}+P A+A^{T} P+R_{1}+R_{2}+R_{3}+h_{2} Z_{1}+\left(h_{2}-h_{1}\right) Z_{2}+U_{1} A+A^{T} U_{1}+U_{2}+U_{2}^{T} \\
& +G_{1}^{T} P G_{1}, \quad \Phi_{1,2}=N_{2}^{T}-N_{1}+M_{1}-S_{1}+P B+U_{1} B-(1-\mu) U_{2}+(1-\mu) U_{3} \\
& -(1-\mu) U_{4}, \quad \Phi_{1,3}=N_{3}^{T}+S_{1}+U_{4}, \quad \Phi_{1,4}=N_{4}^{T}-M_{1}-U_{3}, \\
& \Phi_{1,5}=N_{5}^{T}+A^{T} U_{2}+U_{5}, \quad \Phi_{1,6}=N_{6}^{T}+A^{T} U_{3}+U_{6}, \quad \Phi_{1,7}=N_{7}^{T}+A^{T} U_{4}+U_{7}, \\
& \Phi_{1,8}=N_{8}^{T}+P H-U_{1} H, \quad \Phi_{2,2}=-N_{2}-N_{2}^{T}+M_{2}+M_{2}^{T}-S_{2}-S_{2}^{T}-(1-\mu) R_{2}+G_{2}^{T} P G_{2} \\
& \Phi_{2,3}=-N_{3}^{T}+M_{3}^{T}+S_{2}-S_{3}^{T}, \quad \Phi_{2,4}=-N_{4}^{T}+M_{4}^{T}-M_{2}-S_{4}^{T}, \\
& \Phi_{2,5}=-N_{5}^{T}+M_{5}^{T}-S_{5}^{T}+B^{T} U_{2}-(1-\mu) U_{5}+(1-\mu) U_{6}^{T}-(1-\mu) U_{7}^{T}, \\
& \Phi_{2,6}=-N_{6}^{T}+M_{6}^{T}-S_{6}^{T}+B^{T} U_{3}-(1-\mu) U_{6}+(1-\mu) U_{8}-(1-\mu) S_{9}^{T}, \\
& \Phi_{2,7}=-N_{7}^{T}+M_{7}^{T}-S_{7}^{T}+B^{T} U_{4}-(1-\mu) U_{7}+(1-\mu) U_{9}-(1-\mu) U_{10}, \\
& \Phi_{2,8}=-N_{8}^{T}+M_{8}^{T}-S_{8}^{T} \quad \Phi_{3,3}=S_{3}+S_{3}^{T}-R_{1}, \quad \Phi_{3,4}=-M_{3}+S_{4}^{T}, \quad \Phi_{3,5}=S_{5}^{T}+U_{7}^{T}, \\
& \Phi_{3,6}=S_{6}^{T}+U_{9}^{T}, \quad \Phi_{3,7}=S_{7}^{T}+U_{10}, \quad \Phi_{3,8}=S_{8}^{T}, \quad \Phi_{4,4}=-M_{4}-M_{4}^{T}-R_{3}, \\
& \Phi_{4,5}=-M_{5}^{T}-U_{6}^{T}, \quad \Phi_{4,6}=-M_{6}^{T}-U_{8}, \quad \Phi_{4,7}=-M_{7}^{T}-U_{9}, \quad \Phi_{4,8}=-M_{8}^{T}, \quad \Phi_{5,5}=-\frac{1}{h_{2}} Z_{1}, \\
& \Phi_{5,6}=0, \quad \Phi_{5,7}=0, \quad \Phi_{5,8}=-U_{2}^{T} H, \quad \Phi_{6,6}=-\frac{1}{h_{2}-h_{1}}\left(Z_{1}+Z_{2}\right), \quad \Phi_{6,7}=0, \quad \Phi_{6,8}=-U_{3}^{T} H, \\
& \Phi_{7,7}=-\frac{1}{h_{2}-h_{1}} Z_{2}, \quad \Phi_{7,8}=-U_{4}^{T} H, \quad \Phi_{8,8}=-W, \quad \Omega_{2,2}=h_{2} Q_{1}+\left(h_{2}-h_{1}\right) Q_{2}-X-X^{T} \\
& \Omega_{3,3}=-\frac{1}{h_{2}} Q_{1}, \quad \Omega_{4,4}=-\frac{1}{h_{2}-h_{1}}\left(Q_{1}+Q_{2}\right), \quad \Omega_{5,5}=-\frac{1}{h_{2}-h_{1}} Q_{2} . \\
& N=\left[\begin{array}{llllllll}
N_{1}^{T} & N_{2}^{T} & N_{3}^{T} & N_{4}^{T} & N_{5}^{T} & N_{6}^{T} & N_{7}^{T} & N_{8}^{T}
\end{array}\right]^{T}, \\
& M=\left[\begin{array}{llllllll}
M_{1}^{T} & M_{2}^{T} & M_{3}^{T} & M_{4}^{T} & M_{5}^{T} & M_{6}^{T} & M_{7}^{T} & M_{8}^{T}
\end{array}\right]^{T}, \\
& S=\left[\begin{array}{llllllll}
S_{1}^{T} & S_{2}^{T} & S_{3}^{T} & S_{4}^{T} & S_{5}^{T} & S_{6}^{T} & S_{7}^{T} & S_{8}^{T}
\end{array}\right]^{T}, \\
& \Xi_{1}=\quad\left[\begin{array}{llllllll}
A & B & 0 & 0 & 0 & 0 & 0 & H
\end{array}\right] \text {, } \\
& \Xi_{2}=\quad\left[\begin{array}{llllllll}
T_{1} & T_{2} & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] \text {. }
\end{aligned}
$$

## Proof. Let

$$
\left.\begin{array}{r}
\xi^{T}(t)=\left[\begin{array}{lrll}
x^{T}(t) & x^{T}(t-\tau(t)) & x^{T}\left(t-h_{1}\right) & x^{T}\left(t-h_{2}\right)
\end{array}\left(\int_{t-\tau(t)}^{t} x(s) d s\right)^{T}\right. \\
\\
\left(\int_{t-h_{2}}^{t-\tau(t)} x(s) d s\right)^{T} \quad\left(\int_{t-\tau(t)}^{t-h_{1}} x(s) d s\right)^{T} p^{T}(t)
\end{array}\right] .
$$

Using Newton-Leibnitz formula, we have

$$
\begin{aligned}
& \eta_{1}(t)=2 \xi^{T}(t) N\left[x(t)-x(t-\tau(t))-\int_{t-\tau(t)}^{t} y(s) d s-\int_{t-\tau(t)}^{t} g(s) d w(s)\right]=0 \\
& \eta_{2}(t)=2 \xi^{T}(t) M\left[x(t-\tau(t))-x\left(t-h_{2}\right)-\int_{t-h_{2}}^{t-\tau(t)} y(s) d s-\int_{t-h_{2}}^{t-\tau(t)} g(s) d w(s)\right]=0 \\
& \eta_{3}(t)=2 \xi^{T}(t) S\left[x\left(t-h_{1}\right)-x(t-\tau(t))-\int_{t-\tau(t)}^{t-h_{1}} y(s) d s-\int_{t-\tau(t)}^{t-h_{1}} g(s) d w(s)\right]=0
\end{aligned}
$$

On the other hand, from (8), the following equation holds for any matrix $X \in \mathbb{R}^{n \times n}$

$$
\eta_{4}(t)=2 y^{T}(t) X^{T}[A x(t)+B x(t-\tau(t))+H p(t)-y(t)]=0
$$

Let us define the Lyapunov functional candidate as

$$
\begin{equation*}
V\left(x_{t}, t\right)=\sum_{i=1}^{5} V_{i}\left(x_{t}, t\right) \tag{12}
\end{equation*}
$$

where

$$
\begin{aligned}
& V_{1}\left(x_{t}, t\right)= x^{T}(t) P x(t), \\
& V_{2}\left(x_{t}, t\right)= \int_{t-h_{1}}^{t} x^{T}(s) R_{1} x(s) d s+\int_{t-\tau(t)}^{t} x^{T}(s) R_{2} x(s) d s+\int_{t-h_{2}}^{t} x^{T}(s) R_{3} x(s) d s, \\
& V_{3}\left(x_{t}, t\right)= \int_{-h_{2}}^{0} \int_{t+\theta}^{t} x^{T}(s) Z_{1} x(s) d s d \theta+\int_{-h_{2}}^{-h_{1}} \int_{t+\theta}^{t} x^{T}(s) Z_{2} x(s) d s d \theta \\
& V_{4}\left(x_{t}, t\right)= \int_{-h_{2}}^{0} \int_{t+\theta}^{t} y^{T}(s) Q_{1} y(s) d s d \theta+\int_{-h_{2}}^{-h_{1}} \int_{t+\theta}^{t} y^{T}(s) Q_{2} y(s) d s d \theta \\
& V_{5}\left(x_{t}, t\right)=\left[\begin{array}{c}
x(t) \\
\int_{t-\tau(t)}^{t} x(s) d s \\
\int_{t-\tau(t)}^{t-\tau(t)} x(s) d s \\
\int_{t-\tau(t)}^{t-h_{1}} x(s) d s
\end{array}\right]\left[\begin{array}{cccc}
U_{1} & U_{2} & U_{3} & U_{4} \\
* & U_{5} & U_{6} & U_{7} \\
* & * & U_{8} & U_{9} \\
* & * & * & U_{10}
\end{array}\right]\left[\begin{array}{c}
x(t) \\
\int_{t-\tau(t)}^{t} x(s) d s \\
\int_{t-\tau}^{t-\tau(t)} x(s) d s \\
\int_{t-\tau(t)}^{t-h_{1}} x(s) d s,
\end{array}\right]
\end{aligned}
$$

Then, it can be obtained by Ito's formula that

$$
\begin{equation*}
d V\left(x_{t}, t\right)=\mathcal{L} V\left(x_{t}, t\right) d t+2 x^{T}(t) P g(t) d w(t) \tag{13}
\end{equation*}
$$

$$
\mathcal{L} V\left(x_{t}, t\right)=2 x^{T}(t) P[A x(t)+B x(t-\tau(t))+H p(t)]+\operatorname{trace}\left\{g^{T}(t) P g(t)\right\}+\sum_{i=2}^{5} \mathcal{L} V_{i}\left(x_{t}, t\right)+\sum_{j=1}^{4} \eta_{j}(t)
$$

with

$$
\begin{gather*}
\mathcal{L} V_{2}\left(x_{t}, t\right) \leq x^{T}(t)\left(R_{1}+R_{2}+R_{3}\right) x(t)-x^{T}\left(t-h_{1}\right) R_{1} x\left(t-h_{1}\right)-(1-\mu) x^{T}(t-\tau(t)) R_{2} x(t-\tau(t))  \tag{14}\\
-x^{T}\left(t-h_{2}\right) R_{3} x\left(t-h_{2}\right), \tag{15}
\end{gather*}
$$

$\mathcal{L} V_{3}\left(x_{t}, t\right)=h_{2} x^{T}(t) Z_{1} x(t)-\int_{t-h_{2}}^{t} x^{T}(s) Z_{1} x(s) d s+\left(h_{2}-h_{1}\right) x^{T}(t) Z_{2} x(t)-\int_{t-h_{2}}^{t-h_{1}} x^{T}(s) Z_{2} x(s) d s$,
$\mathcal{L} V_{4}\left(x_{t}, t\right)=h_{2} y^{T}(t) Q_{1} y(t)-\int_{t-h_{2}}^{t} y^{T}(s) Q_{1} y(s) d s+\left(h_{2}-h_{1}\right) y^{T}(t) Q_{2} y(t)-\int_{t-h_{2}}^{t-h_{1}} y^{T}(s) Q_{2} y(s) d s$
$\mathcal{L} V_{5}\left(x_{t}, t\right) \quad \leq 2\left[x^{T}(t) U_{1} A x(t)+x^{T}(t) U_{1} B x(t-\tau(t))-x^{T}(t) U_{1} H p(t)+\left(\int_{t-\tau(t)}^{t} x(s) d s\right)^{T} U_{2}^{T} A x(t)\right.$

$$
\begin{align*}
& +\left(\int_{t-\tau(t)}^{t} x(s) d s\right)^{T} U_{2}^{T} B x(t-\tau(t))-\left(\int_{t-\tau(t)}^{t} x(s) d s\right)^{T} U_{2}^{T} H p(t)+\left(\int_{t-h_{2}}^{t-\tau(t)} x(s) d s\right)^{T} U_{3}^{T} A x(t) \\
& +\left(\int_{t-h_{2}}^{t-\tau(t)} x(s) d s\right)^{T} U_{3}^{T} B x(t-\tau(t))-\left(\int_{t-h_{2}}^{t-\tau(t)} x(s) d s\right)^{T} U_{3}^{T} H p(t)+\left(\int_{t-\tau(t)}^{t-h_{1}} x(s) d s\right)^{T} U_{4}^{T} A x(t) \\
& \quad+\left(\int_{t-\tau(t)}^{t-h_{1}} x(s) d s\right)^{T} U_{4}^{T} B x(t-\tau(t))-\left(\int_{t-\tau(t)}^{t-h_{1}} x(s) d s\right)^{T} U_{4}^{T} H p(t)+x^{T}(t) U_{2} x(t) \\
& -(1-\mu) x^{T}(t) U_{2} x(t-\tau(t))+\left(\int_{t-\tau(t)}^{t} x(s) d s\right)^{T} U_{5} x(t)-(1-\mu)\left(\int_{t-\tau(t)}^{t} x(s) d s\right)^{T} U_{5} x(t-\tau(t)) \\
& +\left(\int_{t-h_{2}}^{t-\tau(t)} x(s) d s\right)^{T} U_{6}^{T} x(t)-(1-\mu)\left(\int_{t-h_{2}}^{t-\tau(t)} x(s) d s\right)^{T} U_{6}^{T} x(t-\tau(t))+\left(\int_{t-\tau(t)}^{t-h_{1}} x(s) d s\right)^{T} U_{7}^{T} x(t) \\
& -(1-\mu)\left(\int_{t-\tau(t)}^{t-h_{1}} x(s) d s\right)^{T} U_{7}^{T} x(t-\tau(t))+(1-\mu) x^{T}(t) U_{3} x(t-\tau(t))-x^{T}(t) U_{3} x\left(t-h_{2}\right) \\
& \quad+(1-\mu)\left(\int_{t-\tau(t)}^{t} x(s) d s\right)^{T} U_{6} x(t-\tau(t))-\left(\int_{t-\tau(t)}^{t} x(s) d s\right)^{T} U_{6} x\left(t-h_{2}\right) \\
& \quad+(1-\mu)\left(\int_{t-h_{2}}^{t-\tau(t)} x(s) d s\right)^{T} U_{8} x(t-\tau(t))-\left(\int_{t-h_{2}}^{t-\tau(t)} x(s) d s\right)^{T} U_{8} x\left(t-h_{2}\right) \\
& +(1-\mu)\left(\int_{t-\tau(t)}^{t-h_{1}} x(s) d s\right)^{T} U_{9}^{T} x(t-\tau(t))-\left(\int_{t-\tau(t)}^{t-h_{1}} x(s) d s\right)^{T} U_{9}^{T} x\left(t-h_{2}\right)+x^{T}(t) U_{4} x\left(t-h_{1}\right) \\
& -(1-\mu) x^{T}(t) U_{4} x(t-\tau(t))+\left(\int_{t-\tau(t)}^{t} x(s) d s\right)^{T} U_{7} x\left(t-h_{1}\right)-(1-\mu)\left(\int_{t-\tau(t)}^{t} x(s) d s\right)^{T} U_{7} x(t-\tau(t)) \\
& \quad+\left(\int_{t-h_{2}}^{t-\tau(t)} x(s) d s\right)^{T} U_{9} x\left(t-h_{1}\right)-(1-\mu)\left(\int_{t-h_{2}}^{t-\tau(t)} x(s) d s\right)^{T} U_{9} x(t-\tau(t)) \\
& \left.\quad+\left(\int_{t-\tau(t)}^{t-h_{1}} x(s) d s\right)^{T} U_{10} x\left(t-h_{1}\right)-(1-\mu)\left(\int_{t-\tau(t)}^{t-h_{1}} x(s) d s\right)^{T} U_{10} x(t-\tau(t))\right] . \tag{18}
\end{align*}
$$

Then by Lemma 3.3 and using $0 \leq h_{1} \leq \tau(t) \leq h_{2}$, we have

$$
\begin{align*}
& -\int_{t-\tau(t)}^{t} y^{T}(s) Q_{1} y(s) d s \leq-\frac{1}{h_{2}}\left[\int_{t-\tau(t)}^{t} y(s) d s\right]^{T} Q_{1}\left[\int_{t-\tau(t)}^{t} y(s) d s\right]  \tag{19}\\
& -\int_{t-\tau(t)}^{t-h_{1}} y^{T}(s) Q_{2} y(s) d s \leq-\frac{1}{h_{2}-h_{1}}\left[\int_{t-\tau(t)}^{t-h_{1}} y(s) d s\right]^{T} Q_{2}\left[\int_{t-\tau(t)}^{t-h_{1}} y(s) d s\right] \tag{20}
\end{align*}
$$

$$
\begin{align*}
& -\int_{t-h_{2}}^{t-\tau(t)} y^{T}(s)\left(Q_{2}+Q_{1}\right) y(s) d s \leq-\frac{1}{h_{2}-h_{1}}\left[\int_{t-h_{2}}^{t-\tau(t)} y(s) d s\right]^{T}\left(Q_{1}+Q_{2}\right)\left[\int_{t-h_{2}}^{t-\tau(t)} y(s) d s\right],  \tag{21}\\
& -\int_{t-\tau(t)}^{t} x^{T}(s) Z_{1} x(s) d s \leq-\frac{1}{h_{2}}\left[\int_{t-\tau(t)}^{t} x(s) d s\right]^{T} Z_{1}\left[\int_{t-\tau(t)}^{t} x(s) d s\right]  \tag{22}\\
& -\int_{t-\tau(t)}^{t-h_{1}} x^{T}(s) Z_{2} x(s) d s \leq-\frac{1}{h_{2}-h_{1}}\left[\int_{t-\tau(t)}^{t-h_{1}} x(s) d s\right]^{T} Z_{2}\left[\int_{t-\tau(t)}^{t-h_{1}} x(s) d s\right]  \tag{23}\\
& -\int_{t-h_{2}}^{t-\tau(t)} x^{T}(s)\left(Z_{2}+Z_{1}\right) x(s) d s \leq-\frac{1}{h_{2}-h_{1}}\left[\int_{t-h_{2}}^{t-\tau(t)} x(s) d s\right]^{T}\left(Z_{1}+Z_{2}\right)\left[\int_{t-h_{2}}^{t-\tau(t)} x(s) d s\right] \tag{24}
\end{align*}
$$

Now expression (2) can be written as,

$$
\begin{aligned}
\operatorname{tr}\left\{g^{T}(t) g(t)\right\} & \leq\left\|G_{1} x(t)\right\|^{2}+\left\|G_{2} x(t-\tau(t))\right\|^{2} \\
& =\operatorname{tr}\left\{\xi^{T}(t) \operatorname{diag}\left(G_{1}^{T}, G_{2}^{T}, 0,0,0,0,0,0\right) \operatorname{diag}\left(G_{1}, G_{2}, 0,0,0,0,0,0\right) \xi(t)\right\}
\end{aligned}
$$

Therefore,

$$
\begin{align*}
\operatorname{tr}\left\{g^{T}(t) P g(t)\right\} & \leq \operatorname{tr}\left\{\xi^{T}(t) \operatorname{diag}\left(G_{1}^{T} P G_{1}, G_{2}^{T} P G_{2}, 0,0,0,0,0,0\right) \xi(t)\right\} \\
& =x^{T}(t) G_{1}^{T} P G_{1} x(t)+x^{T}(t-\tau(t)) G_{2}^{T} P G_{2} x(t-\tau(t)) \tag{25}
\end{align*}
$$

Since the following inequality is evident from (4) and (6),

$$
p^{T}(t) p(t) \leq q^{T}(t) q(t)
$$

there exist a positive scalar $W$ satisfying

$$
\begin{equation*}
\xi^{T}(t) \Xi_{2}^{T} W \Xi_{2} \xi(t)-p^{T}(t) W p(t) \geq 0 \tag{26}
\end{equation*}
$$

Substituting from (14) to (26) into (13) we get,

$$
d V\left(x_{t}, t\right) \leq \zeta^{T}(t) \Pi \zeta(t)+\xi(d w(t))
$$

where $\Pi$ is defined in Theorem 4.1 with

$$
\left.\begin{array}{rl}
\zeta^{T}(t)= & {\left[\begin{array}{ll}
\xi^{T}(t) & y^{T}(t)
\end{array} \int_{t-\tau(t)}^{t} y^{T}(s) d s \int_{t-h_{2}}^{t-\tau(t)} y^{T}(s) d s \int_{t-\tau(t)}^{t-h_{1}} y^{T}(s) d s\right.}
\end{array}\right], \begin{aligned}
\xi(d w(t))= & -2 \xi^{T}(t) N \int_{t-\tau(t)}^{t} g(s) d w(s)-2 \xi^{T}(t) M \int_{t-\tau(t)}^{t-h_{1}} g(s) d w(s)-2 \xi^{T}(t) S \int_{t-h_{2}}^{t-\tau(t)} g(s) d w(s) \\
& +2 x^{T}(t) P g(t) d w(t) .
\end{aligned}
$$

Since $\Pi<0$, there exist a scalar $\alpha>0$ such that

$$
\Pi+\operatorname{diag}\{\alpha I, 0,0,0,0,0,0,0\}<0
$$

Hence we have

$$
\frac{\mathcal{E} d V\left(x_{t}, t\right)}{d t} \leq \mathcal{E}\left(\zeta^{T}(t) \Pi \zeta(t)\right) \leq \alpha \mathcal{E}|x(t)|^{2}
$$

Thus if $\Pi<0$, the equilibrium point of the stochastic system (1) is robustly asymptotically stable in the mean square. The proof is completed.

Remark 4.2. Theorem 4.1 provides delay interval-dependent stability criteria for the stochastic system (5). Such stability criteria are derived based on the assumption that the time-varying delay is differentiable and the value of $\mu$ is known. The conditions in Theorem 4.1 are formulated in terms of solvability of LMIs [15] and can be easily solved by using MATLAB LMI Control Toolbox. It is worth to note that by applying convex optimization algorithms, we can conclude that the maximum allowable upper bound of the interval time-varying delay, that is, $h_{2}$ guarantees the feasibility of the presented LMIs. We can obtain the maximum allowable upper bound $h_{2}$ by solving the following optimization problem:

$$
\begin{cases}\text { Max } & h_{2}  \tag{27}\\ \text { s.t. } & P>0, R_{l}>0, Q_{i}>0, Z_{i}>0, U_{j}>0, N_{k}, M_{k}, S_{k}, U_{m}, \Pi<0 \\ & l=1,2,3 ; i=1,2 ; j=1,5,8,10 ; k=1, \ldots, 8 ; m=2,3,4,6,7,9\end{cases}
$$

Remark 4.3. It is shown in Theorem 4.1 that the addressed stability problem is solvable if a set of LMIs are feasible. The states $x(t), \int_{t-\tau(t)}^{t} x(s) d s, \int_{t-h_{2}}^{t-\tau(t)} x(s) d s$ and $\int_{t-\tau(t)}^{t-h_{1}} x(s)$ ds are taken as augmentation ones. Thus the feasibility region of delay-dependent stability criterion is improved and leads to less conservative results.

Remark 4.4. Theorem 4.1 is delay interval-dependent stable which is generally less conservative than delayindependent stable. Moreover, from the free weighting matrix and the newton-Leibnitz formula, it infers that the time derivative of $\tau(t)$ is no longer required to be less than 1 .

## 5. Numerical Examples

Example 5.1. Consider the system (5) with

$$
\begin{gathered}
A=\left[\begin{array}{cc}
-2 & 0 \\
1 & -1
\end{array}\right], \quad B=\left[\begin{array}{cc}
-1 & 0 \\
-0.5 & -1
\end{array}\right], \\
H=I, \quad T_{1}=T_{2}=0.1 I, \quad G_{1}=G_{2}=\sqrt{0.1} I .
\end{gathered}
$$

Recently, remarkable results for stability of uncertain stochastic systems with nonlinear uncertainties were presented in [17] and [8]. In [17], the maximum delay bound for the above system was 1.1812. By Theorem 4.1 in [8], one can obtain the maximum delay bound as 2.8987 . But when using our proposed Theorem 4.1 derived in this paper, the obtained result is 2.9586 . Hence, our proposed stability criterion gives a much less conservative result than those discussed in [17] and [8]. Table 1 shows the different values of $h_{2}$ for different $\mu$.

| Methods | $\mu=0$ | $\mu=0.5$ | $\mu=0.9$ | $\mu=1$ |
| :---: | :---: | :---: | :---: | :---: |
| $[17]$ | 1.1812 | 0.8502 | 0.4606 | -- |
| $[18]$ | 2.1491 | 1.3224 | 0.9748 | -- |
| [8] | 2.8987 | -- | -- | -- |
| Theorem 4.1 | 2.9586 | 1.7702 | 1.2259 | 1.0566 |

Table 1: The upper bounds of delay of Example 5.1 for different $\mu$

Example 5.2. Consider the system (5) with

$$
A=\left[\begin{array}{cc}
-2 & 0 \\
0 & -0.9
\end{array}\right], \quad B=\left[\begin{array}{cc}
-1 & 0 \\
-1 & -1
\end{array}\right]
$$

$$
H=0.2 I, \quad T_{1}=T_{2}=I, \quad G_{1}=G_{2}=\sqrt{0.1} I
$$



Figure 1: The state trajectories of Example 5.1


Figure 2: The state trajectories of Example 5.2

It was reported in [19] that the above system is asymptotically stable in the mean square when $0 \leq \tau \leq 1.0660$. From Theorem 4.1, we conclude that the system (6) is robustly asymptotically stable in the mean square with the maximum allowable upper bound $h_{2}=2.522$. Table. 2 shows that the established results in this paper provides larger delay bounds than the existing results in the literature.

| Methods | $\mu=0$ | $\mu=0.5$ | $\mu=0.9$ | $\mu=1$ |
| :---: | :---: | :---: | :---: | :---: |
| [19] | 1.0660 | 0.5252 | 0.1489 | -- |
| Theorem 4.1 | 2.5220 | 1.4112 | 1.0714 | 1.0377 |

Table 2: The upper bounds of delay of Example 5.2 for different $\mu$

Remark 5.3. By virtue of Theorem 4.1, we state that our results are computationally efficient as they can be solved efficiently by employing the Matlab LMI toolbox. Besides, Figures 1 and 2 presents an illustrative simulation of the asymptotic stability of system (5) in the mean square for examples 5.1 and 5.2 respectively. It is clear that the proposed stochastic system converges and yield a less conservative result.

## 6. Conclusion

This paper has studied the delay-interval dependent stability criterion for uncertain stochastic systems with interval time-varying delays and nonlinear perturbations. Using Lyapunov-Krasovskii functional and stochastic analysis approach, a less conservative stability criterion have been obtained by considering the relationship between the time-varying delays and its lower and upper bounds. Two illustrative examples are given to demonstrate the effectiveness of the obtained results.

## Acknowledgements

The authors sincerely thank the Associate Editor and anonymous reviewers for their careful reading, constructive comments and fruitful suggestions to improve the quality of the manuscript.

## References

[1] E.K.Boukas, Z.K.Liu, Deterministic and stochastic systems with time-delay, Birkhauser, Boston, MA, 2002.
[2] D.Yue, S.Won, Delay-dependent robust stability of stochastic systems with time delay and nonlinear uncertainties, Electron. Lett. 37 (15) (2001) 992-993.
[3] A.Miyamura, K.Aihara, Delay-dependent robust stability of uncertain delayed stochastic systems: an LMI based approach, in: Proceeding of 5th Asian Control Conference, (2004) 449-455.
[4] Y.Chen, A.Xue, S.Zhou, Delay-dependent robust control for uncertain stochastic time-delay systems, Circuits Systems and Signal Process, 27 (2008) 447-460.
[5] D.Yue, J.Fang, S.Won, Delay-dependent robust stability of stochastic uncertain systems with time delay and Markovian jump parameters, Circuits, Systems and Signal Processing, 22 (4) (2003) 351-365.
[6] W.-H.Chen, Z.-H.Guan, X.Lu, Delay-dependent exponential stability of uncertain stochastic systems with multiple delays: an LMI approach, Syst. Control Lett. 54 (2005) 547-555.
[7] E.Gershon, U.Shaked, N.Berman, $H_{\infty}$ control and estimation of retarded state-multiplicative stochastic systems, IEEE Trans. Autom. Control 52 (9) (2007) 1773-1779.
[8] Y.Chen, A.-K.Xue, Improved stability criterion for uncertain stochastic delay systems with nonlinear uncertainties, Electron. Lett. 44 (2008) 458-459.
[9] O.M.Kwon, J.H.Park, Matrix inequality approach to novel stability criterion for time delay systems with nonlinear uncertainties, Journal of Optimization Theory and Applications, 126 (2005) 643-656.
[10] Z.Zuo, Y.Wang, New stability criterion for a class of linear systems with time-varying delay and nonlinear perturbations. IEEE Proceedings on Control Theory and Applications, 143 (2006) 623-626.
[11] Q.-L.Han, Robust stability for a class of linear systems with time-varying delay and nonlinear perturbations, Computers Mathematics with Applications, 47 (2004) 1201-1209.
[12] Y.Cao, J.Lam, Computation of robust stability bounds for time-delay systems with nonlinear time varying perturbations, International Journal of System Sciences, 31 (2000) 359-365.
[13] G.Wei,, Z.Wang, H.Shu, J.Fang, Delay-dependent stabilization of stochastic interval delay systems with nonlinear disturbances, Systems and Control letters, 56 (2007) 623-633.
[14] O.M.Kwon, J.H.Park, S.M.Lee, Augmented Lyapunov functional approach to stability of uncertain neutral systems with timevarying delays, Appl. Math. Computation 207 (2009) 202-212.
[15] S.Boyd, L.El Ghaouli, E.Feron, V.Balakrishnan, Linear Matrix inequalities in system and control theory, Philadelphia, PA: SIAM, 1994.
[16] K.Gu, An integral inequality in the stability problem of time-delay systems, Proceedings of 39th IEEE Conference on Decision Control, Sydney, Australia 3 (2000) 2805-2810.
[17] D.Yue, Q.-L.Han, Delay-dependent exponential stability of stochastic systems with time-varying delay, nonlinearity and Markovian switching, IEEE Trans. Autom. Control 50 (2) (2005) 217-222.
[18] Y.Chen, A.-K.Xue, J.-Z.Wang, M.Ge, J-H.Wang, Stability of stochastic systems with nonlinear uncertainties and time-varying delays', American control Conference, Westin Seattle Hotel, Seattle, Washington, USA, 2008.
[19] Y.Chen, A.-K.Xue, S.Zhou, R.Lu, Delay-dependent robust control for uncertain stochastic time-delay systems, Circuits, Systems and Signal Processing 27 (2008) 447-460.


[^0]:    2010 Mathematics Subject Classification. Primary 34K40, 35R10, 47D09; Secondary 93B05, 93E03
    Keywords. Delay/interval-dependent stability, LMI, Lyapunov-Krasovskii functional,Uncertain stochastic system
    Received: 22 August 2011; Accepted: 6 January 2012
    Communicated by Svetlana Jankovic
    Email addresses: jee4maths@gmail.com, jee4maths@yahoo.com (R.Jeetendra), vernoldvivin@yahoo.in, vernold_vivin@yahoo.com (Vernold Vivin.J)

