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#### Abstract

In this paper, we derive a representation for the Drazin inverse of a block matrix $M=\left(\begin{array}{cc}A & B \\ C & D\end{array}\right)$ under the assumptions $A A^{\pi} B=0, C A^{\pi} B=0, A A^{D} B S S^{\pi}=0, S S^{D} C W A A^{D}(A W)^{\pi}=0$ and $(A W)^{\pi} A A^{D} B S S^{D}=$ 0 , where $S=D-C A^{D} B$ is the generalized Schur complement. And the representation can be regarded as an unified form of $M^{D}$ because it covers the case either $S$ is nonsingular or zero. Moreover, some alternative representations for the Drazin inverse are presented. Several situations are analyzed and recent results are generalized.


## 1. Introduction

Let $A$ be a square complex matrix. As we know, the Drazin inverse [1] of $A$, denoted by $A^{D}$, is the unique matrix satisfying the following three equations

$$
A^{k} A^{D} A=A^{k}, \quad A^{D} A A^{D}=A^{D}, \quad A A^{D}=A^{D} A
$$

where $k=\operatorname{ind}(A)$ is the index of $A$. If $\operatorname{ind}(A)=1$, then the Drazin inverse of $A$ is reduced to the group inverse, denote by $A^{\#}$. If $\operatorname{ind}(A)=0$, then $A^{D}=A^{-1}$. In addition, we denote $A^{\pi}=I-A A^{D}$, and define $A^{0}=I$, where $I$ is the identity matrix with proper sizes.

The Drazin inverse is very useful, and the applications in singular differential or difference equations, Markov chains, cryptography, iterative method and numerical analysis can be found in $[1,2,11]$, respectively.

In this paper, we consider the Drazin inverse of a block matrix

$$
M=\left(\begin{array}{ll}
A & B  \tag{1}\\
C & D
\end{array}\right)
$$

where $A$ and $D$ are square complex matrices but need not to be the same size. This problem was first proposed by Campbell and Meyer [2], and is quite complicated. To the best of our knowledge, there was no

[^0]explicit formula for the Drazin inverse of $M$ with arbitrary blocks. However, representations for the Drazin inverse of the block matrices were presented in the literature under some conditions [3-11, 13-21].

As is well known that, if $A$ and the Schur complement $S=D-C A^{-1} B$ are nonsingular, then $M$ is also nonsingular, and the inverse of $M$ can be expressed as

$$
M^{-1}=\left(\begin{array}{cc}
A^{-1}+A^{-1} B S^{-1} C A^{-1} & -A^{-1} B S^{-1}  \tag{2}\\
-S^{-1} C A^{-1} & S^{-1}
\end{array}\right)
$$

The generalized Schur complement of $A$ in $M$ denoted by $S=D-C A^{D} B$ plays an important role in the representations for $M^{D}$. When $M$ and $A$ are nonsingular, we focus attention on the Drazin inverse of $M$, it is natural to see whether $M^{D}$ has a form (2) with $A^{-1}$ and $S^{-1}$ replaced by $A^{D}$ and $S^{D}$, respectively. In recent papers [14, 16], the necessary and sufficient conditions for this problem were established.

When $S$ is either nonsingular or zero, Hartwig et al. [11] extended the results in [17] by replacing the assumptions $A^{\pi} B=0$ and $C A^{\pi}=0$ with $C A^{\pi} B=0$ and $A A^{\pi} B=0$. In the case $S$ is nonsingular, MartínezSerrano and Castro-González [10] gave some new results under weaker conditions $A^{2} A^{\pi} B=0, C A A^{\pi} B=0$ and $C A^{\pi} B=0$; in the case $S$ is zero, they derived the expressions of $M^{D}$ under the assumptions $A^{2} A^{\pi} B=0$, $C A A^{\pi} B=0$ and $B C A^{\pi} B=0$ (or $A B C A^{\pi}=0, B C A^{\pi}$ is nilpotent). Recently, when $S=0$, Yang and Liu [15] presented a formula of $M^{D}$ under the conditions $A A^{\pi} B C=0$ and $C A^{\pi} B C=0$. Deng and Wei [18] presented some new results on the formulae of $M^{D}$ and $M^{\#}$. Recently, Castro-González and Martínez-Serrano [13] developed the formula of $M^{D}$ under the conditions $\operatorname{ind}(S) \leqslant 1$ and $W=I+A^{D} B S^{\pi} C A^{D}$ is nonsingular. Li [19] developed a representation under certain conditions when $S$ is group invertible.

To the best of our knowledge, it is still an open problem to find an explicit formula for $M^{D}$ when the generalized Schur complement $S$ is an arbitrary matrix. And most of the existing results mentioned above were obtained when $S$ is zero or $\operatorname{ind}(S) \leqslant 1$. In this paper, we give several representations for the Drazin inverse of $M$ without the restrictions ind $(S) \leqslant 1$ and $W=I+A^{D} B S^{\pi} C A^{D}$ is nonsingular.

It is known that, if matrix $A$ and $B$ are similar, i.e., there exists a nonsingular matrix $P$ such that $A=P B P^{-1}$, then $A^{D}=P B^{D} P^{-1}$. Based on this fact, Castro-González and Martínez-Serrano [13] used it to determine the expression of $M^{D}$. Here, we adopt this technique again, but the choices of $P$ are different.

Before proceeding to the next section, we first introduce the following results which will come in handy in the proofs of our theorems.

Lemma 1.1. ([12]) Let $P, Q \in C^{n \times n}$, and ind $(P)=r$, ind $(Q)=s$, such that $P Q=0$, then

$$
(P+Q)^{D}=Q^{\pi} \sum_{i=0}^{s-1} Q^{i}\left(P^{D}\right)^{i+1}+\sum_{i=0}^{r-1}\left(Q^{D}\right)^{i+1} P^{i} P^{\pi}
$$

Lemma 1.2. ([14]) Let $M$ be a given matrix of form (1) and $S=D-C A^{D} B$ be the generalized Schur complement of $A$ in M. Then

$$
M^{D}=\left(\begin{array}{cc}
A^{D}+A^{D} B S^{D} C A^{D} & -A^{D} B S^{D} \\
-S^{D} C A^{D} & S^{D}
\end{array}\right)
$$

if and only if

$$
A^{\pi} B S^{D}=A^{D} B S^{\pi}, \quad S^{\pi} C A^{D}=S^{D} C A^{\pi}
$$

and

$$
\left(\begin{array}{cc}
A A^{\pi} & A^{\pi} B \\
S^{\pi} C A^{\pi} & S S^{\pi}
\end{array}\right)
$$

is a nilpotent operator (or matrix).
In the following, we always denote $S=D-C A^{D} B$ and $W=I+A^{D} B S^{\pi} C A^{D}$.

Lemma 1.3. Let $A \in C^{n \times n}$ with $\operatorname{ind}(A)=r$. Then

$$
\begin{align*}
& \left(A^{2} A^{D} W\right)^{D}=A A^{D}(A W)^{D}=(A W)^{D} A A^{D}=(A W)^{D}, \quad\left(A^{2} A^{D} W\right)^{\pi}=(A W)^{\pi}  \tag{3}\\
& \left(W A^{2} A^{D}\right)^{D}=A A^{D}(W A)^{D}=(W A)^{D} A A^{D}=(W A)^{D}, \quad\left(W A^{2} A^{D}\right)^{\pi}=(W A)^{\pi} \tag{4}
\end{align*}
$$

Moreover, if $W$ is nonsingular, then

$$
\begin{aligned}
\left(A^{2} A^{D} W\right)^{D} & =W^{-1} A^{D}, \quad\left(A^{2} A^{D} W\right)^{\pi}=A^{\pi} \\
\left(W A^{2} A^{D}\right)^{D} & =A^{D} W^{-1}, \quad\left(W A^{2} A^{D}\right)^{\pi}=A^{\pi}
\end{aligned}
$$

And the following statements are equivalent:
(1) $W$ is nonsingular;
(2) $A A^{D}(A W)^{\pi}=(A W)^{\pi} A A^{D}=0$;
(3) $A A^{D}(W A)^{\pi}=(W A)^{\pi} A A^{D}=0$.

Proof. Without loss of generality, we assume that matrix $A$ and $B S^{\pi} C$ can be represented as

$$
A=\left(\begin{array}{cc}
\Sigma & 0 \\
0 & N
\end{array}\right), \quad B S^{\pi} C=\left(\begin{array}{cc}
\left(B S^{\pi} C\right)_{11} & \left(B S^{\pi} C\right)_{12} \\
\left(B S^{\pi} C\right)_{21} & \left(B S^{\pi} C\right)_{22}
\end{array}\right)
$$

where $\Sigma$ is nonsingular and $N$ is nilpotent with index $r, \Sigma$ and $\left(B S^{\pi} C\right)_{11}$ have the same size.
Hence,

$$
A^{2} A^{D} W=\left(\begin{array}{cc}
\Sigma\left(I+\Sigma^{-1}\left(B S^{\pi} C\right)_{11} \Sigma^{-1}\right) & 0 \\
0 & 0
\end{array}\right), \quad A W=\left(\begin{array}{cc}
\Sigma\left(I+\Sigma^{-1}\left(B S^{\pi} C\right)_{11} \Sigma^{-1}\right) & 0 \\
0 & N
\end{array}\right)
$$

Therefore, the conclusion (3) is evident. Similarly, we can prove (4). In the case $W$ is nonsingular, the results have been shown in [13]. And the equivalence of statements among (1)-(3) can be easily verified.

## 2. Main results

Castro-González and Martínez-Serrano [13] gave some representations for the Drazin inverse of block matrix $M$ when $\operatorname{ind}(S) \leqslant 1$ and $W$ is nonsingular together with some conditions. In this section, we present several representations for $M^{D}$ under some weaker conditions than those in [13]. Furthermore, some analogous results are given.

According to Lemma 1.3, the nonsingularity of $W$ is equivalent to $A A^{D}(A W)^{\pi}=(A W)^{\pi} A A^{D}=0$, next, we consider the representation of $M^{D}$ extended the case where $A A^{D}(A W)^{\pi}=(A W)^{\pi} A A^{D}=0$ are substituted with $S S^{D} C W A A^{D}(A W)^{\pi}=0$ and $(A W)^{\pi} A A^{D} B S S^{D}=0$.

Theorem 2.1. Let $M$ be a given matrix of form (1) with ind $(A)=r$, ind $(S)=s$. If $A A^{\pi} B=0, C A^{\pi} B=0$, $A A^{D} B S S^{\pi}=0, S S^{D} C W A A^{D}(A W)^{\pi}=0$ and $(A W)^{\pi} A A^{D} B S S^{D}=0$, then

$$
\begin{align*}
M^{D}= & {\left[\left(\begin{array}{cc}
I & 0 \\
S^{\pi} C A^{D} & I
\end{array}\right)+\left(\begin{array}{cc}
A^{\pi} B S^{\pi} C A^{D} & A^{\pi} B \\
0 & 0
\end{array}\right) R+\sum_{j=1}^{s-1}\left(\begin{array}{cc}
0 & 0 \\
S^{j} S^{\pi} C A^{D} & 0
\end{array}\right) R^{j}+\sum_{j=1}^{s-1}\left(\begin{array}{cc}
A^{\pi} B S^{j} S^{\pi} C A^{D} & 0 \\
0 & 0
\end{array}\right) R^{j+1}\right] R } \\
& \times\left[\left(\begin{array}{cc}
I & 0 \\
-S^{\pi} C A^{D} & I
\end{array}\right)+R\left(\begin{array}{cc}
-B S^{\pi} C A^{D} & B S^{\pi} \\
C(I-W) & C A^{D} B S^{\pi}
\end{array}\right)+\sum_{i=0}^{r-1} R^{i+1}\left(\begin{array}{cc}
0 & 0 \\
C A^{i} A^{\pi} & 0
\end{array}\right)\right. \\
& \left.+\sum_{i=0}^{r-1} R^{i+2}\left(\begin{array}{cc}
B S^{\pi} C A^{i} A^{\pi} & 0 \\
C A^{D} B S^{\pi} C A^{i} A^{\pi} & 0
\end{array}\right)\right] \tag{5}
\end{align*}
$$

where

$$
R=\left(\begin{array}{cc}
(A W)^{D}+(A W)^{D} B S^{D} C W(A W)^{D} & -(A W)^{D} B S^{D} \\
-S^{D} C W(A W)^{D} & S^{D}
\end{array}\right)
$$

Proof. Consider the following splitting of $M$

$$
M=\left(\begin{array}{cc}
I & 0 \\
S^{\pi} C A^{D} & I
\end{array}\right) \tilde{M}\left(\begin{array}{cc}
I & 0 \\
-S^{\pi} C A^{D} & I
\end{array}\right)
$$

where

$$
\tilde{M}=\left(\begin{array}{cc}
A+B S^{\pi} C A^{D} & B \\
S S^{\pi} C A^{D}+S S^{D} C A^{D} B S^{\pi} C A^{D}+C A^{\pi}+S S^{D} C A A^{D} & S+S S^{D} C A^{D} B
\end{array}\right)
$$

Hence

$$
M^{D}=\left(\begin{array}{cc}
I & 0  \tag{6}\\
S^{\pi} C A^{D} & I
\end{array}\right) \tilde{M}^{D}\left(\begin{array}{cc}
I & 0 \\
-S^{\pi} C A^{D} & I
\end{array}\right)
$$

And write $\tilde{M}$ as

$$
\tilde{M}=X+Y+Z
$$

where

$$
\begin{aligned}
X & =\left(\begin{array}{cc}
A^{2} A^{D} W & A A^{D} B \\
S S^{\pi} C A^{D}+S S^{D} C W A A^{D} & S+S S^{D} C A^{D} B
\end{array}\right), \\
Y & =\left(\begin{array}{cc}
A^{\pi} B S^{\pi} C A^{D} & A^{\pi} B \\
0 & 0
\end{array}\right), \\
Z & =\left(\begin{array}{cc}
A A^{\pi} & 0 \\
C A^{\pi} & 0
\end{array}\right) .
\end{aligned}
$$

Since $A A^{\pi} B=0$ and $C A^{\pi} B=0$, we get $Z(X+Y)=0, X Y=0, Y^{2}=0$ and $Z$ is nilpotent with index $r+1$. Applying Lemma 1.1 yields

$$
\begin{gather*}
\tilde{M}^{D}=\sum_{i=0}^{r}\left((X+Y)^{D}\right)^{i+1} Z^{i}  \tag{7}\\
(X+Y)^{D}=X^{D}+Y\left(X^{D}\right)^{2}
\end{gather*}
$$

and, for $i \geqslant 0$,

$$
\left((X+Y)^{D}\right)^{i+1}=\left(X^{D}\right)^{i+1}+Y\left(X^{D}\right)^{i+2}
$$

Therefore,

$$
\begin{equation*}
\tilde{M}^{D}=\sum_{i=0}^{r}\left(\left(X^{D}\right)^{i+1}+Y\left(X^{D}\right)^{i+2}\right) Z^{i} \tag{8}
\end{equation*}
$$

Next, we compute $X^{D}$. Rewrite $X$ as

$$
\begin{align*}
X & =\left(\begin{array}{cc}
A^{2} A^{D} W & A A^{D} B S S^{D} \\
S S^{D} C W A A^{D} & S^{2} S^{D}+S S^{D} C A^{D} B S S^{D}
\end{array}\right)+\left(\begin{array}{cc}
0 & A A^{D} B S^{\pi} \\
0 & S S^{D} C A^{D} B S^{\pi}
\end{array}\right)+\left(\begin{array}{cc}
0 & 0 \\
S S^{\pi} C A^{D} & S S^{\pi}
\end{array}\right) \\
& \triangleq X_{1}+X_{2}+X_{3} . \tag{9}
\end{align*}
$$

Since $A A^{D} B S S^{\pi}=0$, we have $\left(X_{1}+X_{2}\right) X_{3}=0, X_{3}$ is nilpotent with index $s$, and $X_{2} X_{1}=0, X_{2}^{2}=0$. Therefore, using Lemma 1.1 gives

$$
\begin{equation*}
X^{D}=\sum_{j=0}^{s-1} X_{3}^{j}\left(\left(X_{1}+X_{2}\right)^{D}\right)^{j+1} \tag{10}
\end{equation*}
$$

and for $j \geqslant 0$,

$$
\begin{equation*}
\left(\left(X_{1}+X_{2}\right)^{D}\right)^{j+1}=\left(X_{1}^{D}\right)^{j+1}+\left(X_{1}^{D}\right)^{j+2} X_{2} \tag{11}
\end{equation*}
$$

It follows from $(A W)^{\pi} A A^{D} B S S^{D}=0$ that

$$
\begin{aligned}
& S^{2} S^{D}+S S^{D} C A^{D} B S S^{D}-S S^{D} C W A A^{D}\left(A^{2} A^{D} W\right)^{D} A A^{D} B S S^{D} \\
= & S^{2} S^{D}+S S^{D} C A^{D} B S S^{D}-S S^{D} C W(A W)^{D} A A^{D} B S S^{D} \\
= & S^{2} S^{D}+S S^{D} C A^{D} B S S^{D}-S S^{D} C A^{D} A W(A W)^{D} A A^{D} B S S^{D} \\
= & S^{2} S^{D}+S S^{D} C A^{D}(A W)^{\pi} A A^{D} B S S^{D} \\
= & S^{2} S^{D}
\end{aligned}
$$

i.e., the generalized Schur complement of $A^{2} A^{D} W$ in $X_{1}$ is $S^{2} S^{D}$. By assumptions, we can verify that $X_{1}$ satisfies the conditions of Lemma 1.2, thus,

$$
X_{1}^{D}=\left(\begin{array}{cc}
(A W)^{D}+(A W)^{D} B S^{D} C W(A W)^{D} & -(A W)^{D} B S^{D}  \tag{12}\\
-S^{D} C W(A W)^{D} & S^{D}
\end{array}\right) \triangleq R
$$

Substituting (12) into (11) produces

$$
\left(\left(X_{1}+X_{2}\right)^{D}\right)^{j+1}=R^{j+1}+R^{j+2}\left(\begin{array}{cc}
0 & B S^{\pi}  \tag{13}\\
0 & C A^{D} B S^{\pi}
\end{array}\right)
$$

By substituting (13) into (10) follows that

$$
X^{D}=\left[I+\sum_{j=1}^{s-1}\left(\begin{array}{cc}
0 & 0 \\
S^{j} S^{\pi} C A^{D} & 0
\end{array}\right) R^{j}\right] R\left[I+R\left(\begin{array}{cc}
0 & B S^{\pi} \\
0 & C A^{D} B S^{\pi}
\end{array}\right)\right]
$$

Further, for all $i \geqslant 0$,

$$
\left(X^{D}\right)^{i+1}=\left[I+\sum_{j=1}^{s-1}\left(\begin{array}{cc}
0 & 0  \tag{14}\\
S^{j} S^{\pi} C A^{D} & 0
\end{array}\right) R^{j}\right] R^{i+1}\left[I+R\left(\begin{array}{cc}
0 & B S^{\pi} \\
0 & C A^{D} B S^{\pi}
\end{array}\right)\right]
$$

In terms of (8) and (14) gives

$$
\begin{align*}
\tilde{M}^{D}= & {\left[I+\sum_{j=1}^{s-1}\left(\begin{array}{cc}
0 & 0 \\
S^{j} S^{\pi} C A^{D} & 0
\end{array}\right) R^{j}+Y R+Y \sum_{j=1}^{s-1}\left(\begin{array}{cc}
0 & 0 \\
S^{j} S^{\pi} C A^{D} & 0
\end{array}\right) R^{j+1}\right] R \sum_{i=0}^{r}\left[R^{i} Z^{i}+R^{i+1}\left(\begin{array}{cc}
0 & B S^{\pi} \\
0 & C A^{D} B S^{\pi}
\end{array}\right) Z^{i}\right] } \\
= & {\left[I+\left(\begin{array}{cc}
A^{\pi} B S^{\pi} C A^{D} & A^{\pi} B \\
0 & 0
\end{array}\right) R+\sum_{j=1}^{s-1}\left(\begin{array}{cc}
0 & 0 \\
S^{j} S^{\pi} C A^{D} & 0
\end{array}\right) R^{j}+\sum_{j=1}^{s-1}\left(\begin{array}{cc}
A^{\pi} B S^{j} S^{\pi} C A^{D} & 0 \\
0 & 0
\end{array}\right) R^{j+1}\right] } \\
& \times R\left[I+R\left(\begin{array}{cc}
0 & B S^{\pi} \\
0 & C A^{D} B S^{\pi}
\end{array}\right)+\sum_{i=0}^{r-1} R^{i+1}\left(\begin{array}{cc}
0 & 0 \\
C A^{i} A^{\pi} & 0
\end{array}\right)+\sum_{i=0}^{r-1} R^{i+2}\left(\begin{array}{cc}
B S^{\pi} C A^{i} A^{\pi} & 0 \\
C A^{D} B S^{\pi} C A^{i} A^{\pi} & 0
\end{array}\right)\right] . \tag{15}
\end{align*}
$$

Substituting (15) into (6) gives formula (5).

As an application of Theorem 2.1, we can deduce following result.

Corollary 2.2. Let $M$ be a given matrix of form (1) with ind $(A)=r$, $\operatorname{ind}(S)=s$. If $A A^{\pi} B=0, C A^{\pi} B=0, B S S^{\pi}=0$ and $B S^{\pi} C=0$, then

$$
\begin{aligned}
M^{D}= & {\left[\left(\begin{array}{cc}
I & 0 \\
S^{\pi} C A^{D} & I
\end{array}\right)+\left(\begin{array}{cc}
0 & A^{\pi} B \\
0 & 0
\end{array}\right) R+\sum_{j=1}^{s-1}\left(\begin{array}{cc}
0 & 0 \\
S^{j} S^{\pi} C A^{D} & 0
\end{array}\right) R^{j}\right] } \\
& \times R\left[\left(\begin{array}{cc}
I & A^{D} B S^{\pi} \\
-S^{\pi} C A^{D} & I
\end{array}\right)+\sum_{i=0}^{r-1} R^{i+1}\left(\begin{array}{cc}
0 & 0 \\
C A^{i} A^{\pi} & 0
\end{array}\right)\right]
\end{aligned}
$$

where $R$ is defined as in Theorem 2.1 with $W=I$.
Similarly, we can prove the following result.
Theorem 2.3. Let $M$ be a given matrix of form (1) with ind $(A)=r$, ind $(S)=s$. If $A A^{\pi} B=0, C A^{\pi} B=0$, $S S^{\pi} C A A^{D}=0, S S^{D} C W A A^{D}(A W)^{\pi}=0$ and $(A W)^{\pi} A A^{D} B S S^{D}=0$, then

$$
\begin{aligned}
M^{D}= & {\left[\left(\begin{array}{cc}
I & 0 \\
S^{\pi} C A^{D} & I
\end{array}\right)+\left(\begin{array}{cc}
A^{\pi} B S^{\pi} C A^{D} & A^{\pi} B \\
0 & 0
\end{array}\right) R\right] R } \\
& \times\left[\left(\begin{array}{cc}
I & 0 \\
-S^{\pi} C A^{D} & I
\end{array}\right)+R\left(\begin{array}{cc}
-B S^{\pi} C A^{D} & 0 \\
C(I-W) & 0
\end{array}\right)+\sum_{j=0}^{s-1} R^{j+1}\left(\begin{array}{cc}
0 & B S^{j} S^{\pi} \\
0 & C A^{D} B S^{j} S^{\pi}
\end{array}\right)\right. \\
& \left.+\sum_{i=0}^{r-1} R^{i+1}\left(\begin{array}{cc}
0 & 0 \\
C A^{i} A^{\pi} & 0
\end{array}\right)+\sum_{i=0}^{r-1} \sum_{j=0}^{s-1} R^{i+j+2}\left(\begin{array}{cc}
B S^{j} S^{\pi} C A^{i} A^{\pi} & 0 \\
C A^{D} B S^{j} S^{\pi} C A^{i} A^{\pi} & 0
\end{array}\right)\right],
\end{aligned}
$$

where $R$ is defined as in Theorem 2.1.
Proof. If $S S^{\pi} C A A^{D}=0$, then (9) reduces to

$$
X=X_{1}+X_{2}
$$

where

$$
\begin{aligned}
& X_{1}=\left(\begin{array}{cc}
A^{2} A^{D} W & A A^{D} B S S^{D} \\
S S^{D} C W A A^{D} & S^{2} S^{D}+S S^{D} C A^{D} B S S^{D}
\end{array}\right) \\
& X_{2}=\left(\begin{array}{lc}
0 & A A^{D} B S^{\pi} \\
0 & S S^{\pi}+S S^{D} C A^{D} B S^{\pi}
\end{array}\right)
\end{aligned}
$$

Note that $X_{2} X_{1}=0$, and $X_{2}$ is nilpotent with index $s+1$. By Lemma 1.1 and (12), we can compute that

$$
\left(X^{D}\right)^{i+1}=R^{i+1}\left[I+\sum_{j=0}^{s-1} R^{j+1}\left(\begin{array}{cc}
0 & B S^{j} S^{\pi} \\
0 & C A^{D} B S^{j} S^{\pi}
\end{array}\right)\right]
$$

By (8), we get

$$
\left.\left.\left.\begin{array}{rl}
\tilde{M}^{D}= & {\left[I+\left(\begin{array}{cc}
A^{\pi} B S^{\pi} C A^{D} & A^{\pi} B \\
0 & 0
\end{array}\right) R\right] \sum_{i=0}^{r} R^{i+1}\left[I+\sum_{j=0}^{s-1} R^{j+1}\left(\begin{array}{cc}
0 & B S^{j} S^{\pi} \\
0 & C A^{D} B S \\
S
\end{array} S^{\pi}\right.\right.}
\end{array}\right)\right] Z^{i}\right]=\left[I+\left(\begin{array}{cc}
A^{\pi} B S^{\pi} C A^{D} & A^{\pi} B \\
0 & 0
\end{array}\right) R\right] R\left[I+\sum_{j=0}^{s-1} R^{j+1}\left(\begin{array}{cc}
0 & B S i S^{\pi} \\
0 & C A^{D} B S^{j} S^{\pi}
\end{array}\right)+\sum_{i=1}^{r} R^{i}\left(\begin{array}{cc}
A^{i} A^{\pi} & 0 \\
C A^{i-1} A^{\pi} & 0
\end{array}\right) .\right.
$$

Hence, this Theorem can be easily obtained.

Using Theorem 2.3, we can derive the following result.
Corollary 2.4. Let $M$ be a given matrix of form (1) with ind $(A)=r$, $\operatorname{ind}(S)=s$. If $A A^{\pi} B=0, C A^{\pi} B=0, S S^{\pi} C=0$ and $B S^{\pi} C=0$, then
$M^{D}=\left[\left(\begin{array}{cc}I & 0 \\ S^{\pi} C A^{D} & I\end{array}\right)+\left(\begin{array}{cc}0 & A^{\pi} B \\ 0 & 0\end{array}\right) R\right] R\left[\left(\begin{array}{cc}I & 0 \\ -S^{\pi} C A^{D} & I\end{array}\right)+\sum_{j=0}^{s-1} R^{j+1}\left(\begin{array}{cc}0 & B S^{j} S^{\pi} \\ 0 & C A^{D} B S^{j} S^{\pi}\end{array}\right)+\sum_{i=0}^{r-1} R^{i+1}\left(\begin{array}{cc}0 & 0 \\ C A^{i} A^{\pi} & 0\end{array}\right)\right]$,
where $R$ is defined as in Theorem 2.1 with $W=I$.
If $\operatorname{ind}(S) \leqslant 1$, by Lemma 1.3, then Theorem 2.1 and Theorem 2.3 reduce to the following corollary.
Corollary 2.5. Let $M$ be a given matrix of form (1) with $\operatorname{ind}(A)=r, \operatorname{ind}(S) \leqslant 1$. If $A A^{\pi} B=0, C A^{\pi} B=0$, and $W$ is nonsingular, then

$$
\begin{aligned}
M^{D}= & {\left[\left(\begin{array}{cc}
I & 0 \\
S^{\pi} C A^{D} & I
\end{array}\right)+\left(\begin{array}{cc}
A^{\pi} B S^{\pi} C A^{D} & A^{\pi} B \\
0 & 0
\end{array}\right) R\right] R\left[\left(\begin{array}{cc}
I & 0 \\
-S^{\pi} C A^{D} & I
\end{array}\right)+R\left(\begin{array}{cc}
-B S^{\pi} C A^{D} & B S^{\pi} \\
C(I-W) & C A^{D} B S^{\pi}
\end{array}\right)\right.} \\
& \left.+\sum_{i=0}^{r-1} R^{i+1}\left(\begin{array}{cc}
0 & 0 \\
C A^{i} A^{\pi} & 0
\end{array}\right)+\sum_{i=0}^{r-1} R^{i+2}\left(\begin{array}{cc}
B S^{\pi} C A^{i} A^{\pi} & 0 \\
C A^{D} B S^{\pi} C A^{i} A^{\pi} & 0
\end{array}\right)\right],
\end{aligned}
$$

where

$$
R=\left(\begin{array}{cc}
W^{-1} & 0 \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
A^{D}+A^{D} B S^{D} C A^{D} & -A^{D} B S^{D} \\
-S^{D} C A^{D} & S^{D}
\end{array}\right)
$$

If the condition $A A^{\pi} B=0$ in Theorem 2.1 and Theorem 2.3 is replaced by $C A A^{\pi}=0$, then the following results can be deduced by a similar approach.

Theorem 2.6. Let $M$ be a given matrix of form (1) with ind $(A)=r$, ind $(S)=s$. If $C A A^{\pi}=0, C A^{\pi} B=0$, $S S^{\pi} C A A^{D}=0, S S^{D} C(W A)^{\pi} A A^{D}=0$ and $(W A)^{\pi} A A^{D} W B S S^{D}=0$, then

$$
\begin{aligned}
M^{D}= & {\left[\left(\begin{array}{cc}
I & -A^{D} B S^{\pi} \\
0 & I
\end{array}\right)+\left(\begin{array}{cc}
-A^{D} B S^{\pi} C & (I-W) B \\
S^{\pi} C & S^{\pi} C A^{D} B
\end{array}\right) \tilde{R}+\sum_{i=0}^{r-1}\left(\begin{array}{cc}
0 & A^{i} A^{\pi} B \\
0 & 0
\end{array}\right) \tilde{R}^{i+1}\right.} \\
& \left.+\sum_{i=0}^{r-1}\left(\begin{array}{cc}
A^{i} A^{\pi} B S^{\pi} C & A^{i} A^{\pi} B S^{\pi} C A^{D} B \\
0 & 0
\end{array}\right) \tilde{R}^{i+2}\right] \tilde{R}\left[\left(\begin{array}{cc}
I & A^{D} B S^{\pi} \\
0 & I
\end{array}\right)+\tilde{R}\left(\begin{array}{cc}
A^{D} B S^{\pi} C A^{\pi} & 0 \\
C A^{\pi} & 0
\end{array}\right)\right. \\
& \left.+\sum_{j=1}^{s-1} \tilde{R}^{j}\left(\begin{array}{cc}
0 & A^{D} B S^{j} S^{\pi} \\
0 & 0
\end{array}\right)+\sum_{j=1}^{s-1} \tilde{R}^{j+1}\left(\begin{array}{cc}
A^{D} B S^{j} S^{\pi} C A^{\pi} & 0 \\
0 & 0
\end{array}\right)\right],
\end{aligned}
$$

where

$$
\tilde{R}=\left(\begin{array}{cc}
(W A)^{D}+(W A)^{D} W B S^{D} C(W A)^{D} & -(W A)^{D} W B S^{D} \\
-S^{D} C(W A)^{D} & S^{D}
\end{array}\right)
$$

Proof. Consider the splitting of $M$

$$
M=\left(\begin{array}{cc}
I & -A^{D} B S^{\pi} \\
0 & I
\end{array}\right) \tilde{M}\left(\begin{array}{cc}
I & A^{D} B S^{\pi} \\
0 & I
\end{array}\right)
$$

where

$$
\tilde{M}=\left(\begin{array}{cc}
A+A^{D} B S^{\pi} C & A^{\pi} B+A A^{D} B S S^{D}+A^{D} B S S^{\pi}+A^{D} B S^{\pi} C A^{D} B S S^{D} \\
C & S+C A^{D} B S S^{D}
\end{array}\right)
$$

Hence

$$
M^{D}=\left(\begin{array}{cc}
I & -A^{D} B S^{\pi} \\
0 & I
\end{array}\right) \tilde{M}^{D}\left(\begin{array}{cc}
I & A^{D} B S^{\pi} \\
0 & I
\end{array}\right)
$$

And write $\tilde{M}$ as

$$
\tilde{M}=X+Y+Z
$$

where

$$
\begin{aligned}
X & =\left(\begin{array}{cc}
W A^{2} A^{D} & A A^{D} W B S S^{D}+A^{D} B S S^{\pi} \\
C A A^{D} & S+C A^{D} B S S^{D}
\end{array}\right) \\
Y & =\left(\begin{array}{cc}
A^{D} B S^{\pi} C A^{\pi} & 0 \\
C A^{\pi} & 0
\end{array}\right) \\
Z & =\left(\begin{array}{cc}
A A^{\pi} & A^{\pi} B \\
0 & 0
\end{array}\right) .
\end{aligned}
$$

The following derivative process is similar to Theorem 2.1, we omit the details.
The following result can be easily obtained from Theorem 2.6.
Corollary 2.7. Let $M$ be a given matrix of form (1) with ind $(A)=r, \operatorname{ind}(S)=s$. If $C A A^{\pi}=0, C A^{\pi} B=0, S S^{\pi} C=0$ and $B S^{\pi} C=0$, then
$M^{D}=\left[\left(\begin{array}{cc}I & -A^{D} B S^{\pi} \\ S^{\pi} C A^{D} & I\end{array}\right)+\sum_{i=0}^{r-1}\left(\begin{array}{cc}0 & A^{i} A^{\pi} B \\ 0 & 0\end{array}\right) \tilde{R}^{i+1}\right] \tilde{R}\left[\left(\begin{array}{cc}I-A^{D} B S^{D} C A^{\pi} & A^{D} B S^{\pi} \\ S^{D} C A^{\pi} & I\end{array}\right)+\sum_{j=1}^{s-1} \tilde{R}^{j}\left(\begin{array}{cc}0 & A^{D} B S^{j} S^{\pi} \\ 0 & 0\end{array}\right)\right]$,
where $\tilde{R}$ is defined as in Theorem 2.6 with $W=I$.
Similarly, we can deduce the following consequence.
Theorem 2.8. Let $M$ be a given matrix of form (1) with ind $(A)=r$, $\operatorname{ind}(S)=s$. If $C A A^{\pi}=0, C A^{\pi} B=0$, $A A^{D} B S S^{\pi}=0, S S^{D} C(W A)^{\pi} A A^{D}=0$ and $(W A)^{\pi} A A^{D} W B S S^{D}=0$, then

$$
\begin{aligned}
M^{D}= & {\left[\left(\begin{array}{cc}
I & -A^{D} B S^{\pi} \\
0 & I
\end{array}\right)+\left(\begin{array}{cc}
-A^{D} B S^{\pi} C & (I-W) B \\
0 & 0
\end{array}\right) \tilde{R}+\sum_{j=0}^{s-1}\left(\begin{array}{cc}
0 & 0 \\
S^{j} S^{\pi} C & S^{j} S^{\pi} C A^{D} B
\end{array}\right) \tilde{R}^{j+1}\right.} \\
& \left.+\sum_{i=0}^{r-1}\left(\begin{array}{cc}
0 & A^{i} A^{\pi} B \\
0 & 0
\end{array}\right) \tilde{R}^{i+1}+\sum_{i=0}^{r-1} \sum_{j=0}^{s-1}\left(\begin{array}{cc}
A^{i} A^{\pi} B S^{j} S^{\pi} C & A^{i} A^{\pi} B S^{j} S^{\pi} C A^{D} B \\
0
\end{array}\right) \tilde{R}^{i+j+2}\right] \\
& \times \tilde{R}\left[\left(\begin{array}{cc}
I & A^{D} B S^{\pi} \\
0 & I
\end{array}\right)+\tilde{R}\left(\begin{array}{cc}
A^{D} B S^{\pi} C A^{\pi} & 0 \\
C A^{\pi} & 0
\end{array}\right)\right],
\end{aligned}
$$

where $\tilde{R}$ is defined as in Theorem 2.6.
By Theorem 2.8, the following corollary is evident.
Corollary 2.9. Let $M$ be a given matrix of form (1) with ind $(A)=r, \operatorname{ind}(S)=s$. If $C A A^{\pi}=0, C A^{\pi} B=0, B S S^{\pi}=0$ and $B S^{\pi} C=0$, then

$$
\begin{aligned}
M^{D}= & {\left[\left(\begin{array}{cc}
I & -A^{D} B S^{\pi} \\
0 & I
\end{array}\right)+\sum_{j=0}^{s-1}\left(\begin{array}{cc}
0 & 0 \\
S^{j} S^{\pi} C & S^{j} S^{\pi} C A^{D} B
\end{array}\right) \tilde{R}^{j+1}+\sum_{i=0}^{r-1}\left(\begin{array}{cc}
0 & A^{i} A^{\pi} B \\
0 & 0
\end{array}\right) \tilde{R}^{i+1}\right] } \\
& \times \tilde{R}\left[\left(\begin{array}{cc}
I & A^{D} B S^{\pi} \\
0 & I
\end{array}\right)+\tilde{R}\left(\begin{array}{cc}
0 & 0 \\
C A^{\pi} & 0
\end{array}\right)\right],
\end{aligned}
$$

where $\tilde{R}$ is defined as in Theorem 2.6 with $W=I$.

If $\operatorname{ind}(S) \leqslant 1$, then Theorem 2.6 and Theorem 2.8 reduce to the following corollary.
Corollary 2.10. Let $M$ be a given matrix of form (1) with ind $(A)=r$, ind $(S) \leqslant 1$. If $C A A^{\pi}=0, C A^{\pi} B=0$, and $W$ is nonsingular, then

$$
\begin{aligned}
M^{D}= & {\left[\left(\begin{array}{cc}
I & -A^{D} B S^{\pi} \\
0 & I
\end{array}\right)+\left(\begin{array}{cc}
-A^{D} B S^{\pi} C & (I-W) B \\
S^{\pi} C & S^{\pi} C A^{D} B
\end{array}\right) \tilde{R}+\sum_{i=0}^{r-1}\left(\begin{array}{cc}
0 & A^{i} A^{\pi} B \\
0 & 0
\end{array}\right) \tilde{R}^{i+1}\right.} \\
& \left.+\sum_{i=0}^{r-1}\left(\begin{array}{cc}
A^{i} A^{\pi} B S^{\pi} C & A^{i} A^{\pi} B S^{\pi} C A^{D} B \\
0 & 0
\end{array}\right) \tilde{R}^{i+2}\right] \tilde{R}\left[\left(\begin{array}{cc}
I & A^{D} B S^{\pi} \\
0 & I
\end{array}\right)+\tilde{R}\left(\begin{array}{cc}
A^{D} B S^{\pi} C A^{\pi} & 0 \\
C A^{\pi} & 0
\end{array}\right)\right],
\end{aligned}
$$

where

$$
\tilde{R}=\left(\begin{array}{cc}
A^{D}+A^{D} B S^{D} C A^{D} & -A^{D} B S^{D} \\
-S^{D} C A^{D} & S^{D}
\end{array}\right)\left(\begin{array}{cc}
W^{-1} & 0 \\
0 & I
\end{array}\right) .
$$

Remark 2.11. By the above theorems the other special cases can also be deduced, such as: Theorem 2.6 or Theorem 2.8 in [13]; Theorem 3.1 or Corollary 3.2 ( $S$ is nonsingular), Theorem 4.1 or Corollary 4.2 ( $S$ is zero) in [11].
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