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#### Abstract

. In this paper we investigate some Nyström methods for Fredholm integral equations in the interval $[0,1]$. We give an overview of the order of convergence, which depends on the smoothness of the involved functions. In particular, we consider the Nyström methods based on the so called Generalized Bernstein quadrature rule, on a Romberg scheme and on the so-called IMT rule. We prove that the proposed methods are convergent, stable and well conditioned. Also, we give several numerical tests for comparing these three methods.


## 1. Introduction

In the present paper we consider the Fredholm integral equations of the second kind

$$
\begin{equation*}
f(x)-\mu \int_{0}^{1} f(t) k(x, t) d t=g(x) \tag{1}
\end{equation*}
$$

where $\mu \in \mathbb{R}$, the kernel $k$ and the right-hand side $g$ are given and $f$ is the unknown function.
Many problems in engineering and mathematical physics can be modeled by one dimensional Fredholm integral equations of the type (1). Take, for instance, the Love's equation arising in the electrostatic problem of a circular plate condenser in an unbounded perfect fluid (see [15]).

There is a wide literature about the numerical methods for solving this kind of equations (see for instance [2] and the related bibliography). Projection and Nyström methods based on Gauss-Jacobi quadrature rules were deeply investigated in weighted spaces of functions (see for instance [10] and the references therein). Since in some applications only the pointwise values of the kernels and/or the right-hand sides can be known (generally on equally spaced knots), the above mentioned methods cannot be applied. On the other hand the methods based on piecewise polynomials usually produce a low degree of approximation, or more in general show saturation phenomena. Therefore, in order to obtain"faster methods", a possible solution is to introduce suitable extrapolation techniques (see for instance [23]).

Here, first of all, we propose a Nyström method based on a quadrature rule obtained by means of the sequence $\left\{B_{m, s}(f)\right\}_{m}$ of the so called Generalized Bernstein polynomials introduced in [16] (see also [17]).

[^0]Such a kind of formula is of interest since it is based on equally spaced knots in [0, 1] and its convergence order increases for smoother integrand functions, differently from the most popular rules based on piecewise polynomials approximation. Moreover there exists a numerical evidence proving that the speed of convergence of the formula increases for higher values of the parameter $s$ (and for fixed $m$ ).

Hence we consider two more methods, the first one based on the Romberg integration scheme (see for instance [9]) which also use equispaced nodes and the Iri, Moriguti, Takasawa (IMT) formula [14] which use the equispaced points in order to compute the nodes. These methods have both a speed of convergence depending on the smoothness of the involved functions.

We outline that all the proposed Nyström methods are stable and convergent in the space of continuous functions and we give an error estimate in a suitable subspace of Sobolev type in the case of the method based on the Generalized Bernstein polynomials.

Moreover the linear systems equivalent to the Nyström methods are uniquely solvable and wellconditioned too. The numerical experiments show that the three methods are almost equivalent.

Finally we focus our attention on centrosymmetric kernels (i.e. $k(x, t)=k(1-x, 1-t)$, or skew-centrosymmetric kernels (i.e. $k(x, t)=-k(1-x, 1-t)$. For instance the previously described Love's equation and the boundary integral equation for a plane interior Dirichlet problem for an ellipse (see [3]) have centrosymmetric kernels. For these choices of kernels, due to the particular structure of the matrix of the linear system, the Nyström interpolant can be computed with at least a $75 \%$ reduction of the time complexity, if the Gaussian elimination method is used.

The outline of the paper is as follows. Section 2 is devoted to some notations and preliminary results. In Section 3 we study the quadrature rule based on the Generalized Bernstein polynomials and summarize the most important properties of the Romberg and IMT rules. Section 4 is devoted to the Nyström methods. Finally, Section 5 contains computational details about the construction of the approximating solutions and some numerical tests which confirm the theoretical results and the performance of three procedures.

## 2. Notations and preliminary results

In the sequel we will denote by $C$ any positive constant which can be different in different formulas. Moreover $C \neq C(a, b, .$.$) will be used meaning that the constant C$ is independent of $a, b, .$. , while $C=C(a, b, \ldots)$ will outline the dependence on $a, b, \ldots$

Now denote by $C^{0}([0,1])$ the space of continuous functions, equipped with the uniform norm $\|f\|_{\infty}=$ $\max _{x \in[0,1]}|f(x)|$. In the space $C^{0}([0,1])$ it is possible to define the following modulus of smoothness of Ditzian and Totik [12]

$$
\begin{aligned}
\omega_{\varphi}^{k}(f, t) & =\sup _{h \leq t} \max _{x \in\left[4 h^{2} k^{2}, 1-4 h^{2} k^{2}\right]}\left|\Delta_{\varphi}^{k} h f(x)\right|+\inf _{P \in \mathbb{P}_{k-1}} \max _{x \in\left[0,4 t^{2} k^{2}\right]}|f(x)-P(x)| \\
& +\inf _{P \in \mathbb{P}_{k-1}} \max _{x \in\left[1-4 t^{2} k^{2}, 1\right]}|f(x)-P(x)|
\end{aligned}
$$

where $\varphi(x)=\sqrt{x(1-x)}$,

$$
\Delta_{\varphi}^{k} h f(x)=\sum_{i=0}^{k}(-1)^{i-1}\binom{k}{i} f\left(x+\frac{k h}{2} \varphi(x)-i h \varphi(x)\right)
$$

and $\mathbb{P}_{n}$ denotes the space of all algebraic polynomials of degree $n$. It is well known that if we define by $E_{m}(f)=\inf _{P \in \mathbb{P}_{m}}\|f-P\|_{\infty}$ the error of best polynomial approximation of $f$ in $C^{0}([0,1])$, the following Jackson and Stechkin inequalities hold true

$$
\begin{equation*}
E_{m}(f) \leq C \omega_{\varphi}^{k}\left(f, \frac{1}{m}\right), \quad C \neq C(m, f) \tag{2}
\end{equation*}
$$

and

$$
\omega_{\varphi}^{k}(f, t) \leq C t^{k} \sum_{0 \leq i \leq 1 / t}(1+i)^{k-1} E_{i}(f), \quad C \neq C(t, f)
$$

If $\mathcal{A C}(0,1)$ denotes the space of the absolutely continuous functions on $(0,1)$, let $W_{r}, r \geq 1$, be the following Sobolev-type space

$$
W_{r}=\left\{f \in C^{0}([0,1]): f^{(r-1)} \in \mathcal{A} C(0,1),\left\|f^{(r)} \varphi^{r}\right\|_{\infty}<\infty\right\}
$$

equipped with the norm $\|f\|_{W_{r}}=\|f\|_{\infty}+\left\|f^{(r)} \varphi^{r}\right\|_{\infty}$.
Obviously if $f \in C^{r}([0,1])$, i.e. $f$ has $r$ continuous derivatives in $[0,1]$, then $f \in W_{r}$ too.
Finally it is possible to prove that [12] if $f \in W_{r}$ then

$$
\omega_{\varphi}^{k}(f, t) \leq C t^{r}\left\|f^{(r)} \varphi^{r}\right\|_{\infty}, \quad k \geq r, \quad C \neq C(t, f)
$$

Therefore by (2) it immediately follows, for any $f \in W_{r}$,

$$
\begin{equation*}
E_{m}(f) \leq \frac{C}{m^{r}}\left\|f^{(r)} \varphi^{r}\right\|_{\infty}, \quad C \neq C(m, f) \tag{3}
\end{equation*}
$$

## 3. Quadrature rules

In this section we describe the three quadrature formulas on which we will construct the corresponding Nyström methods.

### 3.1. The GB quadrature formula

This formula was introduced in [16] and recently investigated in [20]. The quadrature rule is strictly connected with the so-called Generalized Bernstein polynomials.

Denote by $B_{m}(f)$ the $m$-th Bernstein polynomial approximating a given function $f \in C^{0}([0,1])$

$$
B_{m}(f ; x)=\sum_{k=0}^{m} p_{m, k}(x) f\left(t_{k}\right), \quad t_{k}=\frac{k}{m}, \quad k=0,1, \ldots, m,
$$

where the polynomials $p_{m, k}$ are defined as

$$
p_{m, k}(x)=\binom{m}{k} x^{k}(1-x)^{m-k}, \quad k=0,1, \ldots, m,
$$

and satisfy the following recurrence relation

$$
\begin{equation*}
p_{m, k}(x)=(1-x) p_{m-1, k}(x)+x p_{m-1, k-1}(x) \tag{4}
\end{equation*}
$$

We recall the definition of the Generalized Bernstein operator $B_{m, s}, s \in \mathbb{N}$, introduced in [16] as the $s$-th iterated Boolean sum of $B_{m}$ and defined as

$$
B_{m, s}=I-\left(I-B_{m}\right)^{s}, \quad B_{m}^{1} \equiv B_{m}, \quad B_{m}^{i}=B_{m}\left(B_{m}^{i-1}\right), \quad i=2, \ldots, s .
$$

Using the definition of the Bernstein polynomials it is possible to give the following explicit expression of the polynomial $B_{m, s}(f)$ :

$$
\begin{equation*}
B_{m, s}(f ; x)=\sum_{j=0}^{m} p_{m, j}^{(s)}(x) f\left(t_{j}\right) \tag{5}
\end{equation*}
$$

where

$$
\begin{equation*}
p_{m, j}^{(s)}(x)=\sum_{i=1}^{s}\binom{s}{i}(-1)^{i-1} B_{m}^{i-1}\left(p_{m, j} ; x\right) . \tag{6}
\end{equation*}
$$

Starting by the formulation (5) of $B_{m, s}(f)$, we get the Generalized Bernstein (GB) quadrature rule

$$
\begin{equation*}
\int_{0}^{1} f(t) d t=\int_{0}^{1} B_{m, s}(f ; t) d t+R_{m}^{(s)}(f)=: \Sigma_{m}^{(s)}(f)+R_{m}^{(s)}(f) \tag{7}
\end{equation*}
$$

where $R_{m}^{(s)}(f)$ denotes the quadrature error and

$$
\begin{equation*}
\Sigma_{m}^{(s)}(f)=\sum_{j=0}^{m} D_{j}^{(s)} f\left(t_{j}\right):=\sum_{j=0}^{m} f\left(t_{j}\right) \int_{0}^{1} p_{m, j}^{(s)}(t) d t \tag{8}
\end{equation*}
$$

In [20] it was proved that (8) is stable and convergent and its order of accuracy increases faster as smoother is the function $f$. More precise estimates can be deduced from a result in [13], showing also the dependance on the parameter $s$.
Proposition 3.1. Let $f \in C^{0}([0,1])$. Then, for any fixed $s \geq 1$, there holds

$$
\begin{equation*}
\left|R_{m}^{(s)}(f)\right| \leq C\left(\omega_{\varphi}^{2 s}\left(f, \frac{1}{\sqrt{m}}\right)+\frac{\|f\|_{\infty}}{m^{s}}\right), \quad C \neq C(f, m) . \tag{9}
\end{equation*}
$$

Moreover if $f \in W_{r}, r \geq 1$, there holds, for sufficiently large $m$, and for $s \geq \frac{r}{2}$,

$$
\begin{equation*}
\left|R_{m}^{(s)}(f)\right| \leq C\left(\frac{\left\|f^{(r)} \varphi^{r}\right\|_{\infty}}{\sqrt{m^{r}}}+\frac{\|f\|_{\infty}}{m^{s}}\right), \tag{10}
\end{equation*}
$$

where $C$ is a positive constant depending on $s$ and independent of $f$ and $m$.
Now we give some details on the practical implementation of the formula (8).
Let us start with giving a simpler expression of the basis polynomials $\left\{p_{m, j}^{(s)}(x)\right\}_{i=0}^{m}$ defined in (6). Setting

$$
\mathbf{p}_{m}^{(s)}(x):=\left[p_{m, 0}^{(s)}(x), p_{m, 1}^{(s)}(x), \ldots, p_{m, m}^{(s)}(x)\right]^{T},
$$

and

$$
\mathbf{p}_{m}(x):=\left[p_{m, 0}(x), \ldots, p_{m, m}(x)\right]^{T}
$$

in [19] the following vector expression for the basis was proved $\left\{p_{m, i}^{(s)} i_{i=0}^{m}\right.$,

$$
\mathbf{p}_{m}^{(s)}(x)^{T}=\mathbf{p}_{m}^{T}(x) C_{m, s}
$$

where $C_{m, s} \in \mathbb{R}^{(m+1) \times(m+1)}$ is defined as

$$
\begin{equation*}
C_{m, s}=I+\left(I-\mathbf{A}_{m}\right)+\ldots+\left(I-\mathbf{A}_{m}\right)^{s-1}, \tag{11}
\end{equation*}
$$

$I$ being the identity matrix of order $m+1$ and the entries of $\mathbf{A}_{m} \in \mathbb{R}^{(m+1) \times(m+1)}$ given by

$$
\left(\mathbf{A}_{m}\right)_{i, j}=p_{m, j}\left(t_{i}\right), \quad i=0,1, \ldots, m, \quad j=0,1,2, \ldots m .
$$

We remark that the matrix $C_{m, s}$ is non-singular (see [19], [20]). Therefore, setting $\mathbf{f}=\left[f_{0}, f_{1}, \ldots, f_{m}\right]^{T}$, $f_{i}=f\left(\frac{i}{m}\right)$, the polynomial $B_{m, s}(f)$ can be represented as

$$
\begin{equation*}
B_{m, s}(f ; x)=\mathbf{p}_{m}^{T}(x) C_{m, s} \mathbf{f} \tag{12}
\end{equation*}
$$

The relation (12) allows us to say that the polynomial $B_{m, s}(f)$ is the Bernstein approximant of a function $G$ s.t. $G\left(t_{i}\right)=\left(C_{m, s} \mathbf{f}\right)_{i}, i=0,1, \ldots, m$.

Now, taking into account that

$$
\int_{0}^{1} p_{m, i}(t) d t=\frac{1}{m+1}, \quad i=0,1, \ldots, m
$$

we easily deduce

$$
\begin{equation*}
\Sigma_{m}^{(s)}(f)=\sum_{j=0}^{m} D_{j}^{(s)} f\left(t_{j}\right)=\frac{1}{m+1} \sum_{j=0}^{m}\left(\sum_{i=0}^{m}\left(C_{m, s}\right)_{i, j}\right) f\left(t_{j}\right) \tag{13}
\end{equation*}
$$

By (13) it follows that the computational cost of the quadrature rule is essentially that of the construction of $C_{m, s}$.

In addition we remark that the matrix $\mathbf{A}_{m}$ is centrosymmetric, i.e. $\mathbf{A}_{m}=J \mathbf{A}_{m} J$, where $J$ is the counteridentity matrix, the entries of which are defined as $J_{i, j}=\delta_{i, m-j+1}, \delta_{h, k}$ being the Kronecher delta. Therefore, also in view of (4), the construction of $\mathbf{A}_{m}$ can be arranged in $\frac{m^{3}}{4}$ flops. Moreover, since the product of two centrosymmetric matrices can be performed in $O\left(m^{3} / 4\right)$ flops (see for instance [22],[5]), the computation of $C_{m, s}$ requires $(s-1) m^{3} / 4$ flops.

A significant reduction in computing $C_{m, s}$ can be realized by choosing $s=2^{p}$, since in this case

$$
\begin{equation*}
C_{m, 2^{p}}=C_{m, 2^{p-1}}+\left(I-\mathbf{A}_{m}\right)^{2^{p-1}} C_{m, 2^{p-1}} \tag{14}
\end{equation*}
$$

and then the construction of $C_{m, s}$ requires $2(p-1)$ products of centrosymmetric matrices that means about $\frac{m^{3}}{2}(p-1)$ flops.

For instance, for $s=256$, the cost is $3.5 m^{3}$ instead of $63.75 m^{3}$ needed by using the Horner's algorithm applied to the matrix polynomial in (11).

### 3.2. The Romberg rule

Now we recall the well known Romberg rule

$$
\int_{0}^{1} f(t) d t=T_{N, N}(f)+e_{N}(f)
$$

where $e_{N}(f)$ denotes the quadrature error and $T_{N, N}(f)$ is obtained by the triangular scheme

$$
\begin{equation*}
T_{j, k}(f)=\frac{4^{k} T_{j-1, k-1}(f)-T_{j, k-1}(f)}{4^{k}-1}, \quad 1 \leq k \leq j \leq N \tag{15}
\end{equation*}
$$

being $T_{j, 0}(f)$ the trapezoidal rules in $[0,1]$ associated with the steps $2^{-j}, j=0,1, \ldots, N$, respectively, i.e.

$$
\begin{equation*}
T_{j, 0}(f)=\frac{1}{2^{j}}\left[\frac{f(0)+f(1)}{2}+\sum_{h=1}^{2^{j}-1} f\left(\frac{h}{2^{j}}\right)\right] \tag{16}
\end{equation*}
$$

Since our final aim is to consider a Nyström method based on this quadrature rule, it is necessary to rewrite it as

$$
\begin{equation*}
\int_{0}^{1} f(t) d t=\sum_{i=0}^{2^{N}} \sigma_{i} f\left(\frac{i}{2^{N}}\right)+e_{N}(f) \tag{17}
\end{equation*}
$$

By writing down explicitly the coefficients of the trapezoidal rules, using (15) and collecting all the coefficients of any $f\left(\frac{i}{2^{N}}\right), i=0,1, \ldots, 2^{N}$, we found that (see also [6]),

$$
\begin{array}{ll}
\sigma_{0}=\sigma_{2^{N}}=\frac{1}{2} \sum_{k=0}^{N} \beta_{k}, & \sigma_{2}=\beta_{N}+\beta_{N-1} \\
\sigma_{2^{p}}=\sigma_{2^{p-1}}+\beta_{N-p}, & p=2,3, \ldots, N-1 \\
\sigma_{2^{p}+k 2^{p+1}}=\sigma_{2^{p}}, & k=1,2, \ldots, 2^{N-p-1}-1, \quad p=1,2, \ldots, N-2, \\
\sigma_{2 i-1}=\beta_{N}, & i=1,2, . ., 2^{N-1}
\end{array}
$$

with $\beta_{j}=\frac{\alpha_{j}}{2^{j}}, \alpha_{j}=(-1)^{N} \prod_{i=0}^{N} \frac{1}{4^{i-j}-1}, j=0,1, \ldots, N$.

$$
i \neq j
$$

About the convergence of the formula (17) we recall two results.
The first one is the classical estimate holding for very smooth functions [9]. For any function having the $(2 N+2)$-th continuous derivative in $[0,1]$, it results

$$
\begin{equation*}
e_{N}(f) \leq \frac{\left|B_{2 N+2}\right|}{(2 N+2)!} \frac{\left\|f^{(2 N+2)}\right\|_{\infty}}{2^{N(N+1)}} \tag{18}
\end{equation*}
$$

where $B_{2 N+2}$ is the $(2 N+2)$-th Bernoulli number.
The second result completes the previous one in the case of functions having a continuous derivative of fixed order $\mu \geq 1$ in [0,1]. It can be found in [7]:

$$
\begin{equation*}
e_{N}(f) \leq C(N, \mu) \frac{2^{(\mu-1)^{2} / 4}}{(2 \pi)^{\mu}} \frac{\left\|f^{(\mu)}\right\|_{\infty}}{2^{N \mu}}, \quad \forall N \geq \frac{\mu-1}{2} \tag{19}
\end{equation*}
$$

where $C(N, \mu) \in[1.5,3.1]$.

### 3.3. The IMT rule

The IMT quadrature formula [14] is based on the idea of making a change of variables in order to obtain a new integrand function, vanishing, with its derivatives, at both the endpoints of the interval [0,1]. Hence the trapezoidal rule is applied to the new integrand, since for this class of functions this formula has a high degree of accuracy.

Indeed let $G$ be a function having the $(2 l+1)$-th continuous derivative on $[0,1], l \geq 1$, and such that $G^{\prime}(0)=G^{\prime}(1), G^{(3)}(0)=G^{(3)}(1), \ldots, G^{(2 l-1)}(0)=G^{(2 l-1)}(1)$. If we consider the trapezoidal rule $T_{n}(G)$ on $n+1$ knots (replace in (16) $f$ with $G$ and $2^{j}$ with $n$ ), the following result is known [9, p.137]

$$
\begin{equation*}
\left|\int_{0}^{1} G(t) d t-T_{n}(G)\right| \leq C \frac{\left\|G^{(2 l+1)}\right\|_{\infty}}{n^{2 l+1}} \tag{20}
\end{equation*}
$$

where $C=\frac{2 \zeta(2 l+1)}{(2 \pi)^{2 l+1}}$, and $\zeta(l)=\sum_{j=1}^{\infty} j^{-l}$ denotes the Riemann zeta function.
So the proposed transformation $\psi$ in [14] (see also [9]) for the so-called IMT formula, is given by the following definition

$$
\phi(\tau)=e^{-a \tau^{-p}-b(1-\tau)^{-q}}, \quad p, q \geq 1, \quad a, b>0
$$

$$
\psi(x)=\frac{1}{L} \int_{0}^{x} \phi(\tau) d \tau, \quad L=\int_{0}^{1} \phi(\tau) d \tau
$$

The function $\psi$ is an increasing one-to-one transformation of $[0,1]$ onto itself. Therefore

$$
\int_{0}^{1} f(t) d t=\frac{1}{L} \int_{0}^{1} f(\psi(x)) \phi(x) d x=: \int_{0}^{1} G(x) d x
$$

Since all the derivatives of $\phi$ vanish at both the endpoints, then if $f$ has $r$ continuous derivatives on $[0,1]$, also $G$ has at least $r$ continuous derivatives and $G^{(j)}(0)=G^{(j)}(1)=0$, for $j=0,1, \ldots, r$.

Applying the trapezoidal rule $T_{n}$, and taking into account that $\phi(0)=\phi(1)=0$, we get

$$
\begin{equation*}
\int_{0}^{1} f(t) d t=\frac{1}{n L} \sum_{j=1}^{n-1} f\left(\psi\left(t_{j}\right)\right) \phi\left(t_{j}\right)+\varepsilon_{n}(f)=: \sum_{j=1}^{n-1} W_{j} f\left(x_{j}\right)+\varepsilon_{n}(f) \tag{21}
\end{equation*}
$$

where $\varepsilon_{n}(f)$ denotes the error of the quadrature formula and

$$
t_{j}=\frac{j}{n}, \quad x_{j}=\psi\left(t_{j}\right), \quad W_{j}=\frac{1}{n L} \phi\left(t_{j}\right), \quad j=1, \ldots, n-1
$$

Therefore the equispaced points are not used directly in the formula, but they appear in the definition of the knots $x_{j}$ of the quadrature formula.

In [9] it is suggested to take $p=q=1$ or $p=q=2$ and $a=b$. In these cases the rule is symmetric about $x=\frac{1}{2}$.

Of course the knots $x_{j}, j=1, \ldots, n-1$, need to be computed by a suitable quadrature formula. We found that a good choice in order to perform the $x_{j}$ in double precision is the Gauss-Legendre quadrature rule on 128 nodes (see also [4, p.117]). Hence, in order to use (21), $(n-1)$ evaluations of the function $f$ and 128( $n+1)$ evaluations of the function $\phi$ are required.

Finally we remark that, to our knowledge, there is no convergence estimate, in terms of the smoothness of the function $f$, available in the literature.

## 4. The Nyström method

Consider the Fredholm integral equation

$$
\begin{equation*}
f(x)-\mu \int_{0}^{1} f(t) k(x, t) d t=g(x), \quad x \in[0,1] \tag{22}
\end{equation*}
$$

Denoting by

$$
K f(x)=\mu \int_{0}^{1} k(x, t) f(t) d t
$$

the equation (22) can be rewritten as

$$
\begin{equation*}
(I-K) f=g \tag{23}
\end{equation*}
$$

where $I$ is the identity operator on $C^{0}([0,1])$. Here and in the sequel we will use $k_{t}$ (respectively $k_{x}$ ) in order to denote the bivariate function $k(x, t)$ as a function of the single variable $x$ (respectively $t$ ).

It is known [2] that if the kernel $k(x, t)$ is continuous, then the operator $K: C^{0}([0,1]) \rightarrow C^{0}([0,1])$ is compact. Consequently the Fredholm Alternative holds true for (23) in $C^{0}([0,1])$. Moreover under the assumption

$$
\begin{equation*}
\sup _{t \in[0,1]}\left\|k_{t}\right\|_{W_{r}}<+\infty, \quad r \geq 1 \tag{24}
\end{equation*}
$$

it immediately results that $K f \in W_{r}$, for any $f \in C^{0}([0,1])$. Therefore if in addition to (24) we assume that $g \in W_{r}$, and $\operatorname{ker}(I-K)=\{0\}$ in $C^{0}([0,1])$, then the solution $f$ of (23) is in $W_{r}$ too.

Let us consider now the Nyström method based on a quadrature formula of the type

$$
\begin{equation*}
\int_{0}^{1} f(t) d t=\sum_{i=0}^{M} w_{i} f\left(\tau_{i}\right)+R_{M}(f) \tag{25}
\end{equation*}
$$

where $w_{i}, \tau_{i}, i=0,1, \ldots, M$, denote the coefficients and the knots of the formula respectively, while $R_{M}(f)$ is the quadrature error.

Then define the discrete operator

$$
K_{M} f(x)=\mu \sum_{i=0}^{M} w_{i} k\left(x, \tau_{i}\right) f\left(\tau_{i}\right)
$$

and consider the operator equation

$$
\begin{equation*}
\left(I-K_{M}\right) f_{M}=g \tag{26}
\end{equation*}
$$

where $f_{M}$ is unknown. Collocating the equation (26) on the knots $\tau_{h}, h=0, \ldots, M$, and setting $\alpha_{i}=f\left(\tau_{i}\right)$, $i=0,1, \ldots, M$, the quantities $\left\{\alpha_{i}\right\}_{i=0}^{M}$ turns to be the unknowns of the linear system

$$
\begin{equation*}
\alpha_{h}-\mu \sum_{i=0}^{M} w_{i} k\left(\tau_{h}, \tau_{i}\right) \alpha_{i}=g\left(\tau_{h}\right), \quad h=0,1, \ldots, M \tag{27}
\end{equation*}
$$

By means of the solution $\left\{\alpha_{i}^{*}\right\}_{i=0}^{M}$ of the system, if it exists, it is possible to construct the Nyström interpolant of the solution $f$

$$
\begin{equation*}
f_{M}(x)=\mu \sum_{i=0}^{M} w_{i} k\left(x, \tau_{i}\right) \alpha_{i}^{*}+g(x) \tag{28}
\end{equation*}
$$

Now denote by $\mathbf{H}_{M}$ the coefficient matrix of the system (27) of order $M+1$ and by $\boldsymbol{\operatorname { c o n d }}\left(\mathbf{H}_{M}\right)=\left\|\mathbf{H}_{M}\right\|_{\infty}\left\|\mathbf{H}_{M}^{-1}\right\|_{\infty}$ the condition number of the linear system (27) w.r.t. the infinity norm.

The following theorem about the stability and the convergence of the proposed Nyström method is well known [2, Th.4.1.2].

Theorem 4.1. Assume that $k$ is continuous on $[0,1]^{2}$ and that $\operatorname{ker}(I-K)=\{0\}$ in $C^{0}([0,1])$. Denote by $f^{*}$ the unique solution of (23) in $C^{0}([0,1])$ for a given $g \in C^{0}([0,1])$. Then, if $(25)$ converges for any $f \in C^{0}([0,1])$ then the system (27) is uniquely solvable and well conditioned, i.e.

$$
\operatorname{cond}\left(\mathbf{H}_{M}\right) \leq C, \quad C \neq C(M)
$$

Moreover the sequence (28) is convergent and it results

$$
\begin{equation*}
\left\|f^{*}-f_{M}\right\|_{\infty} \sim\left\|K f^{*}-K_{M} f^{*}\right\|_{\infty} \tag{29}
\end{equation*}
$$

Now we state a corollary about the Nyström method based on the GB quadrature rule. This means that we use (25) defined by (7)-(8). Hence $M \equiv m, \tau_{i} \equiv t_{i}$ and $w_{i} \equiv D_{i}^{(s)}$.

Corollary 4.2. If for some $r \in \mathbb{N}, r \geq 1, g \in W_{r}$, the kernel $k$ satisfies (24) and

$$
\begin{equation*}
\sup _{x \in[0,1]}\left\|k_{x}\right\|_{W_{r}}<+\infty \tag{30}
\end{equation*}
$$

then, for any $s \geq \frac{r}{2}$ it results

$$
\begin{equation*}
\left\|f^{*}-f_{m}\right\|_{\infty} \leq C \frac{\left\|f^{*}\right\|_{W_{r}}}{\sqrt{m^{r}}} \tag{31}
\end{equation*}
$$

where $C \neq C\left(m, f^{*}\right)$ and $C=C(s)$.
Proof. Holding (9), the Nyström method (26) is based on a quadrature formula which is convergent for any continuous function. Hence, by Theorem 4.1 the method is stable and convergent in $C^{0}([0,1])$ and well conditioned too.

Now in view of (10), we get, since $s \geq \frac{r}{2}$,

$$
\begin{aligned}
\left\|K f^{*}-K_{m} f^{*}\right\|_{\infty} & \leq C\left\{\frac{\left\|f^{*} k_{x}\right\|_{\infty}}{m^{s}}+\frac{\left\|\left(f^{*} k_{x}\right)^{(r)} \varphi^{r}\right\|_{\infty}}{\sqrt{m^{r}}}\right\} \\
& \leq \frac{C}{\sqrt{m^{r}}} \sum_{j=0}^{r}\binom{r}{j}\left\|f^{*(j)} k_{x}^{(r-j)} \varphi^{r}\right\|_{\infty} \leq \frac{C}{\sqrt{m^{r}}} \sum_{j=0}^{r} a_{j}\left\|f^{*(j)} \varphi^{j}\right\|_{\infty}
\end{aligned}
$$

 bounded, using [11, p. 310, Lemma 2.1]

$$
\sum_{j=0}^{r} a_{j}\left\|f^{*(j)} \varphi^{j}\right\|_{\infty} \leq \mathcal{C}\left(\left\|f^{*}\right\|_{\infty}+\left\|f^{*(r)} \varphi^{r}\right\|_{\infty}\right)
$$

with $C \neq C\left(f^{*}\right)$, and then (31) follows by (29).

Remark 1. The convergence estimate (31) says that if the known functions in equation (22) are in $W_{r}$, then the order of convergence is $O\left(m^{-\frac{r}{2}}\right)$. Comparing it with (3) this means that in the class $W_{r}$ the method converges with an order that is the half of the order of the best polynomial approximation. Nevertheless we outline that, as showed in the numerical tests, there is a numerical evidence that, for fixed $m$, the convergence "improves" for large value of the parameter s defining the GB quadrature formula. This behavior seems to be independent of the smoothness of the involved functions. Unfortunately at the moment we are not able to prove this formally.

Remark 2. Finally we remark that also the Romberg and IMT quadrature rules, shown in the previous Section, are both convergent for continuous functions. Therefore Theorem 4.1 can be applied to the Nyström methods based on these formulas. This means that in the Romberg case (25) is defined by (17), whence we have $M=2^{N}, \tau_{i}=t_{i}$ and $w_{i}=\sigma_{i}$. In the case of the IMT rule (25) is defined by (21) and therefore $M=n, \tau_{i}=x_{i}$ and $w_{i}=W_{i}$.

The convergence estimates of the Nyström methods will essentially agree with the convergence estimates of the corresponding quadrature formulas.

## 5. Numerical tests

In this section we will compare the results obtained implementing the Nyström method proposed in the previous section. We remark that the order of convergence of the Nyström methods based on the GB rule is theoretically half the order of the other two methods, for functions belonging to the same class. However, as the numerical evidence shows, the GB method is competitive with the other two, for suitable values of the parameter $s$.

In all tests we approximate the exact solution $f$ by the Nyström interpolant $f_{M}$ given in (28). In the tables we specify the values of $M$ for each method, showing the corresponding maximum relative error attained in the computation of $f_{M}$ at the equally spaced points [ $0: 0.1: 1$ ]. These relative errors were performed by using, as "correct" values, those obtained by applying the Nyström method based on the Gauss-Legendre rule with a linear system of suitable dimension. In all the table the bold characters denote that the machine precision is attained.

In the case of the GB method we show the different errors obtained for different values of the parameter s. In the case of the method based on the IMT rule we have chosen $a=b=4$ (but analogous results are attained for instance with $a=b=1$ ).

Somewhere we will denote by $C\left(m, 2^{p}\right)$ the computational cost of the method based on the GB quadrature rule $\Sigma_{m}^{(s)}$ with $s=2^{p}$. In view of (14) one has, in the general case,

$$
C\left(m, 2^{p}\right)=\frac{m^{3}}{2}(p-1)+\frac{m^{3}}{3}
$$

The involved linear systems were solved by the Gaussian elimination and all the computations were performed in 16-digits precision.

Example 1. We consider the following equation

$$
f(x)-\int_{0}^{1} \frac{f(t)}{t x^{2}+x t^{2}+25} d t=\sin (x)
$$

Here the kernel $k(x, t)=\frac{1}{t x^{2}+x t^{2}+25}$ and the known function $g(x)=\sin (x)$ are very smooth functions. That means all the considered Nyström methods have very fast convergence. The numerical results are the following

| $m$ | $s=8$ | $s=16$ | $s=32$ |
| :---: | :--- | :--- | :--- |
| 16 | $0.16 \times 10^{-8}$ | $0.38 \times 10^{-10}$ | $0.10 \times 10^{-11}$ |
| 32 | $0.34 \times 10^{-12}$ | $0.38 \times 10^{-14}$ | $\mathbf{0 . 2 3 \times \mathbf { 1 0 } ^ { - \mathbf { - 1 5 } }}$ |
| 64 | $0.79 \times 10^{-14}$ | $\mathbf{0 . 9 1 \times \mathbf { 1 0 } ^ { - 1 5 }}$ |  |
| 128 | $\mathbf{0 . 5 4 \times \mathbf { 1 0 } ^ { - 1 5 }}$ |  |  |


| $M$ | Romberg | $n$ | $I M T$ |
| :---: | :--- | :---: | :--- |
| 16 | $0.31 \times 10^{-13}$ | 16 | $0.14 \times 10^{-7}$ |
| 32 | $\mathbf{0 . 5 4 \times \mathbf { 1 0 } ^ { - 1 5 }}$ | 32 | $0.16 \times 10^{-12}$ |
|  |  | 64 | $\mathbf{0 . 3 6 \times \mathbf { 1 0 } ^ { - 1 5 }}$ |

As we can see the Romberg and the GB methods are equivalent since they reach the machine precision with the solution of a linear system of order 33, if in the GB rule we take $s=32$.

Example 2. We consider the following equation

$$
f(x)-0.2 \int_{0}^{1} f(t) \frac{|x-t|^{12.5}}{x^{2}+t^{2}+15} d t=e^{-x}(1+x)
$$

Here $\mu=0.2$, the kernel $k(x, t)=\frac{|x-t|^{12.5}}{x^{2}+t^{2}+15}$ is in $W_{12}$, w.r.t. both the variables, and $g(x)=e^{-x}(1+x)$ is analytic. The convergence results say that our method has a convergence order $O\left(m^{-6}\right)$, for $s \geq 6$. The Romberg method,
according with (18), has a convergence order $O\left(M^{-12}\right)$ with $M \geq 129$, while the IMT method according to (20) has at least a convergence order $O\left(n^{-11}\right)$. The numerical results are the following

| $m$ | $s=16$ | $s=64$ | $s=128$ |
| :---: | :--- | :--- | :--- |
| 16 | $0.31 \times 10^{-6}$ | $0.65 \times 10^{-12}$ | $\mathbf{0 . 4 4 \times \mathbf { 1 0 } ^ { - \mathbf { 1 5 } }}$ |
| 32 | $0.58 \times 10^{-9}$ | $0.33 \times 10^{-13}$ |  |
| 64 | $0.65 \times 10^{-12}$ | $0.16 \times 10^{-14}$ |  |
| 128 | $\mathbf{0 . 4 4 \times \mathbf { 1 0 } ^ { - \mathbf { 1 5 } }}$ | $\mathbf{0 . 1 4 \times \mathbf { 1 0 } ^ { - 1 5 }}$ |  |


| $M$ | Romberg | $n$ | $I M T$ |
| :---: | :--- | :---: | :--- |
| 16 | $0.19 \times 10^{-7}$ | 16 | $0.56 \times 10^{-6}$ |
| 32 | $0.34 \times 10^{-10}$ | 32 | $0.59 \times 10^{-13}$ |
| 64 | $0.79 \times 10^{-13}$ | 64 | $\mathbf{0 . 1 2 \times \mathbf { 1 0 } ^ { - 1 5 }}$ |
| 128 | $\mathbf{0 . 1 2 \times \mathbf { 1 0 } ^ { - \mathbf { 1 5 } }}$ |  |  |

There is a numerical evidence showing that the GB method goes faster than the theoretical speed of convergence. As the table show the performance of the method is comparable with those of the other two methods. Moreover for a suitable value of $s=128$ the machine precision is attained solving a linear system of degree $17(m=16)$ and a global computational cost $C\left(16,2^{7}\right)=1.4 \times 10^{4}$. The same precision is attained with a computational cost of $7.1 \times 10^{5}$ flops in the case of the Romberg method, and with $8.7 \times 10^{4}$ flops in order to solve the linear system, plus the computational effort in order to compute the knots of the IMT quadrature formula (via the Gaussian rule), for the IMT method.

### 5.1. The case of centrosymmetric and skew-centrosymmetric kernels

Let $A, B$ two matrices of order $n$ and let $x$ be a vector of length $n$. Denote by $J$ the counteridentity matrix of order $n$. First we recall some definitions and results which be useful hereinafter:

- A vector $x$ is said symmetric if $J x=x$, skew-symmetric if $J x=-x$;
- A matrix $B$ is said skew-centrosymmetric if $J B J=-B$;
- If $A$ is a centrosymmetric matrix and $B$ is a skew-centrosymmetric matrix, the product $A B$ is a skewcentrosymmetric;
- If $A$ is a skew-centrosymmetric (resp. centrosymmetric) matrix and $x$ is a skew-symmetric vector, the product $A x$ is a skew-symmetric (resp. symmetric);
- If $A$ is a centrosymmetric matrix and $x$ is a symmetric vector, the product $A x$ is symmetric.

Now we discuss on how to reduce the computational cost in computing the solution of the linear system of the GB method in the case of particular kinds of kernels.

We will consider the following two cases:

1) the centrosymmetric kernels, i.e. $k(x, t)=k(1-x, 1-t)$,
2) the skew-centrosymmetric kernels, i.e. $k(x, t)=-k(1-x, 1-t)$.

In the first case the matrix $\mathbf{H}_{m}$ of the linear system is centrosymmetric, since by $D_{j}^{(s)}=D_{m-j+1}^{(s)} \quad j=$ $0,1, \ldots, m+1, \mathbf{D}^{(s)}$ is centrosymmetric too. Therefore $\mathbf{H}_{m}$ is orthogonally similar to a block diagonal matrix (see [5]). Let us start from the representation of the $(m+1)$ order centrosymmetric matrix $\mathbf{H}_{\mathbf{m}}$ in the case $(m+1)$ even:

$$
\mathbf{H}_{m}=\left(\begin{array}{cc}
F & J G J \\
G & J F J
\end{array}\right) .
$$

One has

$$
D_{1}=Q_{1}^{T} \mathbf{H}_{m} Q_{1}
$$

being

$$
Q_{1}=\frac{1}{\sqrt{2}}\left(\begin{array}{cc}
I & I \\
-J & J
\end{array}\right), \quad D_{1}=\left(\begin{array}{cc}
F-J G & 0 \\
0 & F+J G
\end{array}\right)
$$

Similarly we can proceed in the case $(m+1)$ odd. For the sake of brevity we omit the details that the interested reader can find in [5] (see also [8],[22]).

Therefore the solution of the linear system is obtained by solving two half-order systems, and, using for instance the Gaussian elimination method, the global computational effort of the method GB is

$$
\begin{equation*}
C\left(m, 2^{p}\right)=\frac{m^{3}}{2}(p-1)+\frac{m^{3}}{12} \tag{32}
\end{equation*}
$$

and therefore the time complexity is reduced of $75 \%$. If in addition the known function $g$ is even w.r.t. the direction $x=\frac{1}{2}$, also the solution $f_{m}(x)$ will be even. This means that only one system of half-order is needed in order to construct the solution $f_{m}$, reducing in this way the time complexity of $87.5 \%$, since in this case the computational cost $C\left(m, 2^{p}\right)$ is

$$
\begin{equation*}
C\left(m, 2^{p}\right)=\frac{m^{3}}{2}(p-1)+\frac{m^{3}}{24} \tag{33}
\end{equation*}
$$

If the kernel is skew-centrosymmetric, and considering $(m+1)$ even, the matrix of the system $\mathbf{H}_{m}$ is skewcentrosymmetric. The case $(m+1)$ odd cannot be considered, since odd skew-centrosymmetric matrices are singular. Setting

$$
\mathbf{E}_{m}=\left[\begin{array}{ll}
-I & 0 \\
0 & I
\end{array}\right], \quad I \in \mathbb{R}^{\frac{m+1}{2} \times \frac{m+1}{2}}
$$

the matrix $\mathbf{E}_{m} \mathbf{H}_{m}$ is centrosymmetric [5].
Therefore the case of skew-centrosymmetric kernels is reduced to the case of centrosymmetric kernels. If in addition the known function $g$ is odd w.r.t. the direction $x=\frac{1}{2}$, the solution $f_{m}$ will be an odd function w.r.t. $x=\frac{1}{2}$.

Also in this case, following the same arguments used above, we can save $90 \%$ of the time complexity in the solution of the linear system.

Finally in what follows we take into account that also the linear systems in the Romberg and IMT Nyström methods are centrosymmetric when the kernel is centrosymmetric.

Example 3. We consider the following equation

$$
f(x)-0.2 \int_{0}^{1} f(t)|x-t|^{7.5} d t=|\arctan (x-0.5)|^{10.4}
$$

Here $\mu=0.2$, the kernel $k(x, t)=|x-t|^{7.5} \in W_{7}$, w.r.t. both the variables, is centrosymmetric and $g(x)=$ $|\arctan (x-0.5)|^{10.4} \in W_{10}$ is an even function w.r.t. $x=\frac{1}{2}$.

| $m$ | $s=16$ | $s=32$ | $s=64$ |
| :---: | :--- | :--- | :--- |
| 16 | $0.71 \times 10^{-2}$ | $0.34 \times 10^{-2}$ | $0.16 \times 10^{-2}$ |
| 32 | $0.58 \times 10^{-4}$ | $0.43 \times 10^{-5}$ | $0.37 \times 10^{-6}$ |
| 64 | $0.41 \times 10^{-7}$ | $0.15 \times 10^{-9}$ | $0.15 \times 10^{-10}$ |
| 128 | $0.18 \times 10^{-11}$ | $0.27 \times 10^{-14}$ | $0.24 \times 10^{-14}$ |
| 256 | $0.12 \times 10^{-14}$ | $\mathbf{0 . 3 3 \times 1 0 ^ { - 1 5 }}$ | $\mathbf{0 . 6 9 \times \mathbf { 1 0 } ^ { - \mathbf { 1 5 } }}$ |


| $M$ | Romberg | $n$ | $I M T$ |
| :---: | :--- | :---: | :--- |
| 16 | $0.22 \times 10^{-2}$ | 16 | $0.24 \times 10^{-2}$ |
| 32 | $0.41 \times 10^{-5}$ | 32 | $0.49 \times 10^{-7}$ |
| 64 | $0.26 \times 10^{-8}$ | 64 | $0.25 \times 10^{-12}$ |
| 128 | $0.43 \times 10^{-12}$ | 128 | $0.19 \times 10^{-13}$ |
| 256 | $\mathbf{0 . 3 5 \times 1 0 ^ { - 1 5 }}$ | 256 | $0.21 \times 10^{-13}$ |

The theoretical error in our method behaves like $O\left(m^{-7 / 2}\right)$ for $s>3$, while the Romberg method has an order $O\left(M^{-7}\right)$, for $M \geq 8$ and the IMT method an order $O\left(n^{-7}\right)$, at least.

Also in this case the numerical experience shows that the GB method goes faster than the attended speed of convergence. The machine precision is attained for $m=256, s=32$ and hence with a computational cost, according with (33), $C(256,32)=3.42 \times 10^{7}$. The Romberg method has a cost of $7.1 \times 10^{5}$ flops.

Example 4. This example is known as Love's equation. It arises in the electrostatic problem of a circular plate condenser, for a pair of identical coaxial discs, being $b$ their distance, in an unbounded perfect fluid [15].The equation is

$$
f(z)-\frac{b}{\pi} \int_{-1}^{1} \frac{f(y)}{b^{2}+(z-y)^{2}} d y=1, \quad z \in[-1,1]
$$

By a linear transformation, we obtain the equivalent equation

$$
\bar{f}(x)-\frac{2 b}{\pi} \int_{0}^{1} \frac{\bar{f}(t)}{b^{2}+4(x-t)^{2}} d t=1, \quad x \in[0,1]
$$

with $\mu=\frac{2 b}{\pi}, k(x, t)=\frac{1}{b^{2}+4(x-t)^{2}}, g(x)=1$ and $\bar{f}(x)=f(2 x-1)$.
Here we consider $b=1$, since as $b$ decreases the closeness of the complex poles of the kernel function to the real axis leads to harder difficulties in the numerical treatment. In this case, other procedures can be successfully implemented (see [18],[21]).

| $m$ | $s=8$ | $s=32$ | $s=64$ |
| :---: | :--- | :--- | :--- |
| 16 | $0.53 \times 10^{-5}$ | $0.31 \times 10^{-5}$ | $0.15 \times 10^{-5}$ |
| 32 | $0.84 \times 10^{-7}$ | $0.14 \times 10^{-7}$ | $0.58 \times 10^{-8}$ |
| 64 | $0.45 \times 10^{-9}$ | $0.11 \times 10^{-10}$ | $0.61 \times 10^{-11}$ |
| 128 | $0.19 \times 10^{-11}$ | $0.33 \times 10^{-14}$ | $0.25 \times 10^{-14}$ |
| 256 | $0.44 \times 10^{-14}$ | $\mathbf{0 . 7 1 \times \mathbf { 1 0 } ^ { - \mathbf { 1 5 } }}$ | $\mathbf{0 . 6 1 \times \mathbf { 1 0 } ^ { - \mathbf { 1 5 } }}$ |


| $M$ | Romberg | $n$ | $I M T$ |
| :---: | :--- | :---: | :--- |
| 16 | $0.20 \times 10^{-5}$ | 16 | $0.15 \times 10^{-3}$ |
| 32 | $0.92 \times 10^{-8}$ | 32 | $0.22 \times 10^{-7}$ |
| 64 | $0.20 \times 10^{-10}$ | 64 | $\mathbf{0 . 8 1 \times \mathbf { 1 0 } ^ { - 1 5 }}$ |
| 128 | $0.16 \times 10^{-13}$ |  |  |
| 256 | $\mathbf{0 . 8 3 \times 1 0 ^ { - 1 5 }}$ |  |  |

Also in this case the kernel is centrosymmetric and moreover the known function $g$ is even. The numerical test shows that the GB method and the Romberg one have the same behavior. In this case the IMT goes faster than the other two.

Example 5. We consider the following equation

$$
f(x)-0.4 \int_{0}^{1} f(t) \sqrt{(x(1-x) t(1-t))^{11}} d t=\sin (x)
$$

Here $\mu=0.4$, the kernel $k(x, t)=\sqrt{(x(1-x) t(1-t))^{11}}$ and $g(x)=\sin (x)$.

| $m$ | $s=8$ | $s=16$ | $s=32$ |
| :---: | :--- | :--- | :--- |
| 16 | $0.17 \times 10^{-10}$ | $0.46 \times 10^{-11}$ | $0.14 \times 10^{-10}$ |
| 32 | $0.28 \times 10^{-12}$ | $0.34 \times 10^{-13}$ | $0.46 \times 10^{-13}$ |
| 64 | $0.32 \times 10^{-14}$ | $\mathbf{0 . 5 7} \times \mathbf{1 0}^{-15}$ | $\mathbf{0 . 2 7 \times \mathbf { 1 0 } ^ { - \mathbf { 1 5 } }}$ |
| 128 | $\mathbf{0 . 2 7 \times \mathbf { 1 0 } ^ { - 1 5 }}$ |  |  |


| $M$ | Romberg | $n$ | $I M T$ |
| :---: | :--- | :---: | :--- |
| 16 | $0.18 \times 10^{-10}$ | 16 | $0.41 \times 10^{-9}$ |
| 32 | $0.55 \times 10^{-13}$ | 32 | $\mathbf{0 . 2 8} \times \mathbf{1 0}^{-\mathbf{1 5}}$ |
| 64 | $\mathbf{0 . 2 7 \times \mathbf { 1 0 } ^ { - 1 5 }}$ |  |  |

Due to the particular definition of the kernel it belongs to $W_{11}$, while is only in $C^{5}$ w.r.t. both the variables. Therefore the error in the GB procedure behaves like $O\left(m^{-11 / 2}\right)$, while the Romberg method, according to (19), has a rate of convergence $O\left(M^{-5}\right)$. A similar behavior holds true for the IMT method. Nevertheless all the methods are comparable and very fast (the real speed of convergence seem to be $O\left(M^{-10}\right)$.

Example 6. This example deals with skew-centrosymmetric kernels. In addition to the Romberg and IMT methods, we compare our results with those obtained by using the spline quasi-interpolant method proposed in [1]. By a change of variable in Example 3 in [1], we get the following equation

$$
f(x)-\pi \int_{0}^{1} f(t) \sin (\pi(x-t)) d t=\frac{\left(2+\pi^{2}\right) \cos (\pi x)+\pi \sin (\pi x)}{2\left(4+\pi^{2}\right)}
$$

Here $\mu=\pi$ and $k(x, t)=\sin (\pi(x-t))=-\sin (\pi(x-t))$.
In order to compare our results with those obtained in [1] we produce here the absolute errors. On the right of the table we set the number n of subintervals in the Right Approximation of the kernel by Quasi Interpolant (RQI) and the corresponding (absolute) errors.

| $m$ | $s=8$ | $s=16$ | $s=32$ | $n$ | $R Q I$ |
| :---: | :--- | :--- | :--- | :---: | :--- |
| 16 | $0.36 \times 10^{-5}$ | $0.16 \times 10^{-5}$ | $0.77 \times 10^{-7}$ | 16 | $0.15 \times 10^{-6}$ |
| 32 | $0.29 \times 10^{-7}$ | $0.18 \times 10^{-8}$ | $0.11 \times 10^{-9}$ | 32 | $0.28 \times 10^{-8}$ |
| 64 | $0.20 \times 10^{-9}$ | $0.94 \times 10^{-13}$ | $0.43 \times 10^{-14}$ | 64 | $0.48 \times 10^{-10}$ |
| 128 | $0.50 \times 10^{-12}$ | $\mathbf{0 . 3 8 \times \mathbf { 1 0 } ^ { - 1 5 }}$ | $\mathbf{0 . 3 8 \times \mathbf { 1 0 } ^ { - 1 5 }}$ | 128 | $0.78 \times 10^{-12}$ |
| 256 | $0.11 \times 10^{-14}$ |  |  |  |  |


| $N$ | Romberg | $n$ | IMT |
| :---: | :--- | :---: | :--- |
| 16 | $0.28 \times 10^{-6}$ | 16 | $0.45 \times 10^{-4}$ |
| 32 | $0.27 \times 10^{-9}$ | 32 | $0.23 \times 10^{-11}$ |
| 64 | $0.66 \times 10^{-13}$ | 64 | $\mathbf{0 . 3 0} \times \mathbf{1 0}^{-15}$ |
| 128 | $\mathbf{0 . 2 2 \times 1 0 ^ { - 1 5 }}$ |  |  |

The GB method with $s=8$ seems to have a behavior similar to that of the RQI method. Since the kernel is skew-centrosymmetric, the computational cost of the GB method is as in (32). The method RQI requires $n^{3} / 3$ flops for the solution of the linear system and in addition the evaluation of $(n+2)(n+3)$ simple integrals. Moreover for $s=16$ the GB method is more precise than the RQI and is comparable to the Romberg one.
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