
Filomat 28:5 (2014), 897–906
DOI 10.2298/FIL1405897O

Published by Faculty of Sciences and Mathematics,
University of Niš, Serbia
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Abstract. In this work, linear codes over the ring S4 = F2 + uF2 + u2F2 + u3F2 are considered. The
Lee weight and gray map for codes over S4 are defined and MacWilliams identities for the complete, the
symmetrized and the Lee weight enumerators are obtained. Cyclic and (1 + u2)-constacyclic codes over
S4 are studied, as a result of which a substantial number of optimal binary codes of different lengths are
obtained as the Gray images of cyclic and constacyclic codes over S4.

1. Introduction

Cyclic codes are a special family of linear codes that have generated a lot of interest among coding
theorists for their rich algebraic structure that allows them to be encoded and decoded in a relatively easier
way. With the growing interest on codes over rings in the last two decades, cyclic codes over different types
of rings have been studied in the literature. Among the rings studied, finite chain rings are probably the
most common type of rings. Cyclic codes over different examples of finite chain rings have been studied in
[2], [3], [10], [12], [14], [18]. In [11] and [5] the general structural properties of cyclic codes over finite chain
rings have been studied. In [17] and [7], cyclic codes over some families of non-chain Frobenius rings were
considered.

Constacyclic codes are a generalization of cyclic codes, and similar to cyclic codes, they have been
considered over many different rings. We can refer to [1], [4], [9], [12], [13] and [16] for some of these works.

In this work we will first study some general properties of linear codes over the ring S4 = F2 + uF2 +
u2F2 + u3F2 ' F2[u]/(u4). After studying some general properties of the ring, we will study cyclic and
constacyclic codes over S4. In particular we will obtain a substantial number of optimal binary codes as
images of cyclic and constacyclic codes over S4.

The rest of the paper is organized as follows. In section 2, we will consider the general properties of
S4 and we will introduce a Lee weight and Gray map for codes over S4. In section 3, we will study the
MacWilliams identities. We first deduce the MacWilliams identity for the complete weight enumerators,
later extending it to the symmetrized weight enumerator and finally obtaining the MacWilliams identity
for the Lee weight enumerator. In section 4, we will consider cyclic codes over S4. Being a finite chain ring
and being similar to the ring studied in [18], we will refer to these works for the theoretical aspects of cyclic
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byildiz@fatih.edu.tr (Bahattin Yıldız)



Z. Ödemiş Özger et al. / Filomat 28:5 (2014), 897–906 898

codes, instead focusing on one-generator cyclic codes over S4. We will tabulate some numerical results in
which we construct many optimal binary codes from cyclic codes over S4. In section 5, we will look at
constacyclic codes over S4. After giving the general properties, we will focus on (1 + u2)-constacyclic codes
over S4. By proving an isomorphism between two quotient rings, we will establish a strong connection
between cyclic codes and (1 + u2)-constacyclic codes. We will give some numerical results similar to the
ones in section 4.

2. Linear Codes over The Ring S4

Let S4 be the ring F2 + uF2 + u2F2 + u3F2 with u4 = 0, where F2 = {0, 1} = Z2. S4 is a commutative finite
chain ring of 16 elements.

The group of units of S4, is given by

(S4)∗ =
{
1, 1 + u, 1 + u2, 1 + u3, 1 + u + u2, 1 + u + u3, 1 + u2 + u3, 1 + u + u2 + u3

}
.

= 〈1 + u, 1 + u2 + u3
〉

The non-units are{
0,u,u2,u3,u + u2,u + u3,u2 + u3,u + u2 + u3

}
= 〈u〉

The ideals of S4 are (0), (1),(u),(u2) and (u3). We have

S4 ⊃ uS4 ⊃ u2
S4 ⊃ u3

S4 ⊃ u4
S4 = 0.

It is also a local ring with the unique maximal ideal uS4, moreover S4/uS4 � F2 is the residue field.

Definition 2.1. A linear code C of length n over the ring S4 is an S4-submodule of Sn
4 .

A non-zero linear code C over S4, has a generator matrix which after a suitable permutation of the
coordinates can be written in the form:

G =


Ik1 A1 A2 A3 A4
0 uIk2 uB1 uB2 uB3
0 0 u2Ik3 u2C1 u2C2
0 0 0 u3Ik4 u3D

 ,

where Ai,B j,Ck and D are all matrices over S4. A linear code that has a such generating matrix is said
to be of type (16)k1 (8)k2 (4)k3 (2)k4 and consequently has size 24k1+3k2+2k3+k4 .

To define the Lee weights and Gray maps for codes overS4, we will extend the corresponding definitions
from the ring F2 + uF2, in [6].

With wL denoting the Lee weight for S4 and wH denoting the Hamming weight, define

wL

(
a + ub + u2c + u3d

)
= wH (a + b + c + d, c + d, b + d, d)∀a, b, c, d ∈ F2.

The definition of the weight immediately leads to a Gray map from S4 to F4
2 which can naturally be

extended to (S4)n:
φL : ((F2 + uF2 + u2F2 + u3F2)n, Lee weight) −→ (F4n

2 , Hamming weight) is defined as:
φL : ((ā + ub̄ + u2c̄ + u3d̄)) = (ā + b̄ + c̄ + d̄, c̄ + d̄, b̄ + d̄, d̄), where ā, b̄, c̄, d̄ ∈ Fn

2 .
It is clear that φL is a linear distance preserving isometry, leading to the following theorem:

Theorem 2.2. If C is a linear code over S4 of length n, size 2k and minimum Lee weight d, then φL(C) is a binary
linear code with parameters [4n, k, d].
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3. MacWilliams Identities For Codes Over S4

We first start by defining the dual of a code C overS4. Let 〈., .〉 denote the usual Euclidean inner product
defined on S4. Then the dual C⊥ of a linear code C of length n over S4 is defined as

C⊥ =
{
x ∈ (S4)n

| 〈c, x〉 = 0, ∀c ∈ C
}
. (1)

C⊥ is also a linear code of length n and since S4, being a finite chain ring, is Frobenius we have, by [15]:

|C|.|C⊥| = 16n. (2)

Now, let S4 = {11, 12, . . . , 116} = {0, 1,u,u2,u3, 1 + u, 1 + u2, . . . , 1 + u + u2 + u3
} be a listing of the elements

of S4. Then we can define the complete weight enumerator for a code C over S4 as follows:

cweC(X1,X2, . . . ,X16) =
∑
c∈C

X
n11 (c)
1 X

n12 (c)
2 . . .X

n116 (c)
16 , (3)

where n1i (c) is the number of appearances of 1i in the vector c. The complete weight enumerator of a code
carries a lot of information about the code, and almost all other weight enumerators can be obtained from
the complete weight enumerator.

By [15], we know that MacWilliams identities for the complete weight enumerator of codes over S4
exist. To find the exact identities, we need a generating character from the additive group of S4 to the
multiplicative group of complex numbers.

Define χ : S4 → C× as

χ(a + bu + cu2 + du3) = (−1)wH(a,b,c,d), (4)

where wH is the Hamming weight on binary codes. Because of the well known wH(x + y) = wH(x) + wH(y)−
2wH(x∗y) identity on binary vectors, we see thatχ is indeed a character. Since it is non-trivial when restricted
to any non-trivial ideal of S4, it is a generating character. Thus we can use χ to obtain the MacWilliams
identity for the complete weight enumerator using χ. For that we need to form the following 16×16 matrix
T with Ti, j = χ(1i1 j):

T =



1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 −1 −1 −1 −1 1 1 1 1 1 1 −1 −1 −1 −1 1
1 −1 −1 −1 1 1 1 −1 1 −1 −1 −1 1 1 1 −1
1 −1 −1 1 1 1 −1 −1 −1 −1 1 1 1 −1 −1 1
1 −1 1 1 1 −1 −1 −1 1 1 1 −1 −1 −1 1 −1
1 1 1 1 −1 1 1 −1 1 −1 −1 1 −1 −1 −1 −1
1 1 1 −1 −1 1 −1 −1 −1 −1 1 −1 −1 1 1 1
1 1 −1 −1 −1 −1 −1 −1 1 1 1 1 1 1 −1 −1
1 1 1 −1 1 1 −1 1 −1 1 −1 −1 1 −1 −1 −1
1 1 −1 −1 1 −1 −1 1 1 −1 −1 1 −1 −1 1 1
1 1 −1 1 1 −1 1 1 −1 −1 1 −1 −1 1 −1 −1
1 −1 −1 1 −1 1 −1 1 −1 1 −1 1 −1 1 1 −1
1 −1 1 1 −1 −1 −1 1 1 −1 −1 −1 1 1 −1 1
1 −1 1 −1 −1 −1 1 1 −1 −1 1 1 1 −1 1 −1
1 −1 1 −1 1 −1 1 −1 −1 1 −1 1 −1 1 −1 1
1 1 −1 1 −1 −1 1 −1 −1 1 −1 −1 1 −1 1 1



.

Now, by [15] we have the following theorem:

Theorem 3.1. Let C be a linear code over S4 of length n and suppose C⊥ is its dual. Then we have

cweC⊥ (X1,X2, . . . ,X16) =
1
|C|

cweC(T · (X1,X2, . . . ,X16)t),

where ()t denotes the transpose.
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Table 1: The elements of S4 together with the Lee weights and the corresponding variables
c wL(c) the variable in cwe
0 0 X1
1 1 X2
u 2 X3
u2 2 X4
u3 4 X5

1 + u 1 X6
1 + u2 1 X7
1 + u3 3 X8
u + u2 2 X9
u + u3 2 X10
u2 + u3 2 X11

1 + u + u2 3 X12
1 + u + u3 3 X13
1 + u2 + u3 3 X14
u + u2 + u3 2 X15

1 + u + u2 + u3 1 X16

Our goal is to find a MacWilliams identity for the Lee weight enumerators of codes over S4. To do this,
we will identify the elements that have the same weights in the complete weight enumerator to define the
symmetrized weight enumerator. Let’s recall the elements of S4 together with the Lee weights and the
corresponding variables:

Thus we define the symmetrized weight enumerator in five variables(there are five different weights)
as follows:

sweC(W,X,Y,Z,T) = cweC(W,X,Y,Y,T,X,X,Z,Y,Y,Y,Z,Z,Z,Y,X). (5)

Thus W represents the elements with zero weight, X represents the elements whose Lee weight is 1, etc. Now
combining this with Theorem 3.1, we get the following identity for the symmetrized weight enumerator:

sweC⊥ (W,X,Y,Z,T) = 1
|C| sweC(W + 4X + 6Y + 4Z + T,W + 2X − 2Z − T,

W − 2Y + T,W − 2X + 2Z − T,W − 4X + 6Y − 4Z + T).
(6)

Define the Lee weight enumerator of a code over S4:

Definition 3.2. Let C be a linear code over S4 of length n. The Lee weight enumerator of C is given by

LeeC(W,X) =
∑
c∈C

W4n−wL(c)XwL(c). (7)

Considering the weights that the variables W,X,Y,Z,T of the symmetrized weight enumerator represent,
we get the following identity:

LeeC(W,X) = sweC(W4,W3X,W2X2,WX3,X4). (8)

Now combining this with 6 we get the following theorem:

Theorem 3.3. Let C be a linear code over S4 of length n and C⊥ be its dual. With LeeC(W,X) denoting its Lee weight
enumerator as was given in (7), we have

LeeC⊥ (W,X) =
1
|C|

LeeC(W + X,W − X).



Z. Ödemiş Özger et al. / Filomat 28:5 (2014), 897–906 901

Proof. The proof follows from observing

W4 + 4W3X + 6W2X2 + 4WX3 + X4 = (W + X)4,

W4 + 2W3X − 2WX3
− X4 = (W + X)3(W − X),

W4
− 2W2X2 + X4 = (W + X)2(W − X)2,

W4
− 2W3X + 2WX3

− X4 = (W + X)(W − X)3,

W4
− 4W3X + 6W2X2

− 4WX3 + X4 = (W − X)4.

4. One-generator Cyclic Codes Over S4

Cyclic codes are an important class of codes because of their algebraic structure, which makes them
easier to study. Many important codes are of this family. Cyclic codes over rings have been studied recently
in many different directions. Cyclic codes over the rings F2 + uF2 and F2 + uF2 + u2F2 have been studied in
[2], [3], [13] and [12]. More generally the structure of cyclic codes over finite chain rings was studied in [5].
Recently Yildiz and Siap studied cyclic codes over the ring F2[u]/(u4

− 1) in connection with DNA-cyclic
codes in [18]. The ring S4 being isomorphic to F2[u]/(u4

− 1), in studying cyclic codes over S4, for most of
the theoretical parts, we will refer to [5] and [18]. In [18], the Lee weight and the Gray map were not defined
for F2[u]/(u4

− 1), hence cyclic codes were considered according to the Hamming weight. However, in this
section we will consider cyclic codes over S4 with respect to the Lee weight and the Gray map.

Definition 4.1. A linear code C of length n over S4 is cyclic if and only if for any c = (c0, c1, . . . , cn−1) ∈ C, we have
τ(c) = (cn−1, c0, c1, . . . , cn−2) ∈ C.

Identifying codewords (c0, c1, . . . , cn−1) with polynomials c0 + c1x + · · · + cn−1xn−1
∈ S4[x] we easily see

that

Lemma 4.2. A code C of length n is cyclic if and only if its polynomial representation is an ideal in the ring
S4[x]/(xn

− 1).

Thus, to study cyclic codes over S4, it is necessary to understand the structure of S4[x]/(xn
− 1). Now,

since S4 is a finite chain ring, we have the following theorem by [5]:

Theorem 4.3. Suppose n is odd. Then every ideal in the ring S4[x]/(xn
− 1) is principal.

Thus any cyclic code over S4 of odd length is principally generated by a generator of the form 1(x)
where 1(x)|xn

− 1. This result is not true in general for even lengths.
We are interested in one-generator cyclic codes, i.e. cyclic codes C of the form C = 〈1(x)〉. Our goal is to

construct such cyclic codes of certain lengths and look at their binary images under the Gray map. We will
tabulate our results at the end. However, we would like to avoid the cases when 〈1(x)〉 generates the trivial
cyclic code ((S4)n). For that we have the following lemma, which can easily be extended from [7] and [17]:

Lemma 4.4. Let µ be the map µ : S4 → F2 such that

µ(a + bu + cu2 + du3) = a.

Let 1(x) = a0 + a1x + · · · + an−1xn−1
∈ S4 [x] /(xn

− 1). Then C =
〈
1(x)

〉
is a non-trivial cyclic code if and only if

GCD(µ(1(x)), xn
− 1) , 1.

In what follows, we look at one-generator cyclic codes over S4 of lengths 2 through 8 and their Gray
images. We tabulate these results for each length, where we give the generator polynomial and the
parameters of the binary image. The codes with * next to them indicate that they are optimal according to
[8]:
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Table 2: Some cyclic codes of length 2 and the binary images
1(x) φL(〈1(x)〉)

u + ux [8, 3, 4]*
1 + u2 + u3 + (1 + u2)x [8, 4, 4]*

1 + u2 + u3 + (1 + u + u3)x [8, 6, 2]*

Table 3: Some cyclic codes of length 3 and the binary images
1(x) φL(〈1(x)〉)
u3 + u3x + u3x2 [12, 1, 12]*
u3 + u3x [12, 2, 8]*
u + ux + ux2 [12, 3, 6]*
u3 + u2x + u2x2 [12, 5, 4]*
u + ux [12, 6, 4]*
u3 + ux + ux2 [12, 7, 4]*
1 + u + u2 + (1 + u2)x + (u + u2)x2 [12, 9, 2]*
1 + u + u2 + u3 + ux + (1 + u + u2)x2 [12, 11, 2]*

Table 4: Some cyclic codes of length 4 and the binary images
1(x) φL(〈1(x)〉)
u3 + u3x + u3x2 + u3x3 [16, 1, 16]*
u3 + u3x [16, 3, 8]*
1+u+u2 +u3 + (1+u+u3)x+ (1+u+u2 +u3)x2 + (1+u+u3)x3 [16, 4, 8]*
1 + u + u2 + u3 + (1 + u3)x + (1 + u + u3)x2 + (1 + u2)x3 [16, 5, 8]*
1 + u + u3 + (1 + u + u3)x + (1 + u + u2 + u3)x2 + (1 + u + u2)x3 [16, 6, 6]*
u2 + u3 + u2x + (u + u3)x2 [16, 8, 4]*
1 + u + (1 + u2 + u3)x + (1 + u3)x2 + (1 + u + u2 + u3)x3 [16, 9, 4]*
u + (1 + u + u2)x2 + (1 + u3)x3 [16, 12, 2]*

Table 5: Some cyclic codes of length 5 and the binary images
1(x) φL(〈1(x)〉)
u3 + u3x + u3x2 + u3x3 + u3x4 [20, 1, 20]*
u2 + u3 + u3x + (u + u2 + u3)x2 + (u + u2)x3 + (u2 + u3)x2 [20, 12, 4]*
u3 + (u + u3)x + (u + u2 + u3)x2 + u3x3 + (u2 + u3)x4 [20, 13, 4]*
u3 + (1 + u)x + (u + u2 + u3)x2 + u3x3 + (1 + u2)x4 [20, 17, 2]*
1 + (u + u3)x + (u2 + u3)x2 + (1 + u + u3)x4 [20, 18, 2]*
1 + u + u2x + (1 + u + u3)x3 + (u + u2 + u3)x4 [20, 19, 2]*
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Table 6: Some cyclic codes of length 6 and the binary images
1(x) φL(〈1(x)〉)
u3 + u3x + u2x2 + u2x3 + u2x4 [24, 8, 6]
1+u3 +(1+u+u2)x+u2x2 +(1+u+u2)x3 +(1+u2 +u3)x4 +ux5 [24, 14, 4]
u3+(1+u2+u3)x+x2+(u2+u3)x3+(1+u+u2)x4+(1+u+u2)x5 [24, 15, 4]*
1 + u + u3 + (1 + u2 + u3)x + (1 + u + u2 + u3)x2 + (1 + u2 +
u3)x3 + x4 + (1 + u2 + u3)x5

[24, 16, 4]*

1 + u + u3 + (1 + u + u3)x + ux2 + (u + u2)x4 + (1 + u2)x5 [24, 20, 2]*

Table 7: Some cyclic codes of length 7 and the binary images
1(x) φL(〈1(x)〉)
u+u2 + (u+u3)x+u2x2 + (u2 +u3)x3 + (u+u2)x4 +u3x5 +u2x6 [28, 12, 8]*
1+u+u3+u2x+(1+u+u2)x3+(1+u)x4+(1+u+u3)x5+(u2+u3)x6 [28, 15, 4]
1 + u3 + (1 + u + u3)x + (1 + u + u2)x2 + (1 + u2 + u3)x3 + (1 +
u2 + u3)x4 + x5 + (1 + u + u2 + u3)x6

[28, 16, 4]

1+u+ux+(1+u3)x2+(u+u2+u3)x3+(1+u3)x5+(1+u+u2+u3)x6 [28, 18, 4]
1 + u2 + (1 + u + u3)x + u3x2 + (u2 + u3)x3 + (1 + u)x4 + ux5 +
(1 + u + u3)x6

[28, 21, 4]*

u2 + u3 + (1 + u + u2)x + (1 + u + u3)x2 + (1 + u)x3 + (u + u2 +
u3)x5 + (1 + u2)x6

[28, 22, 2]

u2 + (u + u2)x + (1 + u + u2 + u3)x2 + x3 + (1 + u + u2 + u3)x4 +
(1 + u + u3)x5 + u3x6

[28, 24, 2]*

1 + u3 + (1 + u2 + u3)x + u2x2 + (u + u2)x3 + (u + u2)x4 + (1 +
u2 + u3)x5 + (u2 + u3)x6

[28, 25, 2]*

(1 + u3)x + u3x2 + (u + u3)x4 + (1 + u2)x5 + (u + u3)x6 [28, 26, 2]*
u2 + u3x + (u2 + u3)x2 + x3 + u3x4 + (u2 + u3)x5 + (1 + u)x6 [28, 27, 2]*

Remark 4.5. The b in Table 8 indicates that the code with those parameters is the best known.

Remark 4.6. Because φL takes S4 to F4
2, it is easy to show that the binary images of cyclic codes over S4 are

4-quasicyclic binary codes. Thus all the binary codes found in the above tables are 4-quasicyclic.

5. (1 + u2)-Constacyclic Codes Over S4 of odd length

Constacyclic codes are a generalization of cyclic codes. The following is a standard definition of a
constacyclic code over any ring R:

Definition 5.1. Let γ be a unit in the ring R. Then a linear code C over R is said to be a γ-constacylic code if and
only if for any (c0, c1, . . . , cn−1) ∈ C, we have (γcn−1, c0, . . . , cn−1) ∈ C.

Table 8: Some cyclic codes of length 8 and the binary images
1(x) φL(〈1(x)〉)
1 + u3 + (1 + u2 + u3)x + u3x3 + (1 + u2)x4 + x5 [32, 14, 8]b

u + ux + (1 + u2 + u3)x2 + (u + u2)x3 + u2x4 + (u2 + u3)x5 + (1 +
u + u2)x6 + u2x7

[32, 16, 8]*

1 + u + (1 + u + u3)x + (1 + u2)x2 + (u + u2)x3 + (u + u3)x4 +
(u + u2)x6 + (1 + u + u3)x7

[32, 24, 4]*

1 + u + u2 + (u + u3)x + u2x2 + (1 + u)x4 + (u + u3)x5 + (1 +
u2 + u3)x6 + (1 + u2)x7

[32, 28, 2]*
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When γ = 1, we get the ordinary cyclic codes. In the same way as for cyclic codes, when we identify
codewords (c0, c1, . . . , cn−1) with polynomials c0 + c1x + · · · + cn−1xn−1

∈ R[x], the γ-constacyclic shift cor-
responds to multiplying the polynomial by x in the quotient ring R[x]/(xn

− γ). Thus in our case we see
that

Lemma 5.2. Let γ ∈ S4 be a unit. Then a linear code C of length n over S4 is γ-constacylic if and only if the
corresponding polynomial set is an ideal in S4[x]/(xn

− γ).

In [1], constacyclic codes over F2 +uF2 were studied in a general setting while in [13] (1+u)-constacyclic
codes overF2 +uF2 were considered. [16], [9], [12] and [4] are some other examples of works on constacyclic
codes over different rings. In this section we will focus on (1 + u2)-constacyclic codes over S4 of odd length.
There are a few reasons for our choice of 1 + u2. First of all (1 + u2)k is 1 if k is even and it is 1 + u2 if k is odd.
Also

φL((1 + u2)(a + bu + cu2 + du3)) = (c + d, a + b + c + d, d, b + d),

which is permutation equivalent to φL(a + bu + cu2 + du3). This means that multiplying any coordinate
of a codeword by (1 + u2) does not affect the weight. Another important reason will be the following
isomorphism which will reduce studying (1 + u2)-constacyclic codes over S4 to studying cyclic codes:

Theorem 5.3. Let ψ : S4 [x] /(xn
− 1)→ S4 [x] /(xn

− (1 + u2)) be defined as ψ(c(x)) = c((1 + u2)x). If n is odd,
then ψ is a ring isomorphism from S4 [x] /(xn

− 1) to S4 [x] /(xn
− (1 + u2)).

Proof. Clearly ψ is a ring homomorphism. To complete the proof, we need to show that ψ is bijective.
We just saw above that (1 + u2)k is (1 + u2) if k is odd and 1 otherwise. Thus, since n is odd, we see that
(1 + u2)n = 1 + u2. Now, suppose a(x) ≡ b(x) (mod xn

− 1), i.e., a(x)− b(x) = (xn
− 1)q(x) for some q(x) ∈ S4 [x].

Then a((1+u2)x)−b((1+u2)x) = ((1+u2)nxn
−1)q((1+u2)x) = ((1+u2)xn

−(1+u2)2)q((1+u2)x) = (1+u2)(xn
−(1+

u2))q((1+u2)x), which means if a(x) = b(x) (mod xn
−1), then a((1+u2)x) = b((1+u2)x) (mod xn

−(1+u2)). But
the converse can easily be shown as well which means a(x) = b(x) (mod xn

− 1)⇔ a((1 + u2)x) = b((1 + u2)x)
(mod xn

− (1 + u2)). Note that the⇒ of the above equivalence shows that ψ is well defined and the⇐ shows
that it is injective. But since the rings are finite this proves that ψ is an isomorphism.

The following are natural consequences of the previous theorem:

Corollary 5.4. I is an ideal of S4 [x] /(xn
− 1) if and only ψ(I) is an ideal of S4 [x] /(xn

− (1 + u2)) when n is odd.

Corollary 5.5. Let ψ be the map that acts on Sn
4 with odd length n as follows:

ψ(c0, c1, · · · , cn−1) = (c0, (1 + u2)c1, (1 + u2)2c2, · · · , (1 + u2)n−1cn−1)

Then C is a linear cyclic code over S4 of odd length n if and only if ψ(C) is a linear (1 + u2)-constacylic code of length
n over S4.

Corollary 5.6. C is a cyclic code over S4 of parameters [n, 2k, d] if and only if ψ(C) is a (1 + u2)-constacyclic code
over S4 of parameters [n, 2k, d], where n is odd.

So now, in the light of above corollaries, we refer to the results obtained in the previous section about
cyclic codes and by modifying the generators by ψ in the way described above, we get the following tables
for (1 + u2)-constacyclic codes of odd lengths over S4. Again, the ones marked by * denote the optimal ones
by [8]:
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Table 9: Some (1 + u2)-constacyclic codes of length 3 and the binary images
1(x) φL(〈1(x)〉)
u3 + u3x + u3x2 [12, 1, 12]*
u3 + u3x [12, 2, 8]*
u + (u + u3)x + ux2 [12, 3, 6]*
u3 + u2x + u2x2 [12, 5, 4]*
u + (u + u3)x [12, 6, 4]*
u3 + (u + u3)x + ux2 [12, 7, 4]*
1 + u + u2 + x + (u + u2)x2 [12, 9, 2]*
1 + u + u2 + u3 + (u + u3)x + (1 + u + u2)x2 [12, 11, 2]*

Table 10: Some (1 + u2)-constacyclic codes of length 5 and the binary images
1(x) φL(〈1(x)〉)
u3 + u3x + u3x2 + u3x3 + u3x4 [20, 1, 20]*
u2 + u3 + u3x + (u + u2 + u3)x2 + (u + u2 + u3)x3 + (u2 + u3)x2 [20, 12, 4]*
u3 + ux + (u + u2 + u3)x2 + u3x3 + (u2 + u3)x4 [20, 13, 4]*
u3 + (1 + u + u2 + u3)x + (u + u2 + u3)x2 + u3x3 + (1 + u2)x4 [20, 17, 2]*
1 + ux + (u2 + u3)x2 + (1 + u + u3)x4 [20, 18, 2]*
1 + u + u2x + (1 + u + u2)x3 + (u + u2 + u3)x4 [20, 19, 2]*

Table 11: Some (1 + u2)-constacyclic codes of length 7 and the binary images
1(x) φL(〈1(x)〉)
u + u2 + ux + u2x2 + (u2 + u3)x3 + (u + u2)x4 + u3x5 + u2x6 [28, 12, 8]*
1+u+u3+u2x+(1+u+u3)x3+(1+u)x4+(1+u+u2)x5+(u2+u3)x6 [28, 15, 4]
1 + u3 + (1 + u + u2)x + (1 + u + u2)x2 + (1 + u3)x3 + (1 + u2 +
u3)x4 + (1 + u2)x5 + (1 + u + u2 + u3)x6

[28, 16, 4]

1 + u + (u + u3)x + (1 + u3)x2 + (u + u3)x3 + (1 + u2 + u3)x5 +
(1 + u + u2 + u3)x6

[28, 18, 4]

1 + u2 + (1 + u + u2)x + u3x2 + (u2 + u3)x3 + (1 + u)x4 + (u +
u3)x5 + (1 + u + u3)x6

[28, 21, 4]*

u2 + u3 + (1 + u + u3)x + (1 + u + u3)x2 + (1 + u + u2 + u3)x3 +
(u + u2 + u3)x5 + (1 + u2)x6

[28, 22, 2]

u2 + (u + u2 + u3)x + (1 + u + u2 + u3)x2 + (1 + u2)x3 + (1 + u +
u2 + u3)x4 + (1 + u + u2)x5 + u3x6

[28, 24, 2]*

1 + u3 + (1 + u3)x + u2x2 + (u + u2 + u3)x3 + (u + u2)x4 + (1 +
u3)x5 + (u2 + u3)x6

[28, 25, 2]*

(1 + u2 + u3)x + u3x2 + (u + u3)x4 + x5 + (u + u3)x6 [28, 26, 2]*
u2 +u3x+ (u2 +u3)x2 + (1+u2)x3 +u3x4 + (u2 +u3)x5 + (1+u)x6 [28, 27, 2]*
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