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#### Abstract

One impetus for writing this paper is the issue of approximation pseudospectrum introduced by M. P. H. Wolff in the journal of approximation theory (2001). The latter study motivates us to investigate the essential approximation pseudospectrum of closed, densely defined linear operators on a Banach space. We begin by defining it and then we focus on the characterization, the stability and some properties of these pseudospectra.
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## 1. Introduction

This research paper is centralized on the study of the approximation pseudospectrum. We survey the historical development of this subject. In 1967, J. M. Varah [18] introduced the first idea of pseudospectra. In 1986, J. H. Wilkinson [19] came with the modern interpretation of pseudospectrum where he defined it for an arbitrary matrix norm induced by a vector norm. Throughout the 1990s, L. N. Trefethen [13-15, 17] not only initiated the study of pseudospectrum for matrices and operators, but also he talked of approximate eigenvalues and pseudospectrum and used this notion to study interesting problems in mathematical physics. By the same token, several authors worked on this field. For example, we may refer to E. B. Davies [5], A. Harrabi [6] and M. P. H. Wolff [20] who has introduced the term approximation pseudospectrum for linear operators.

Pseudospectra are interesting objects by themselves since they carry more information than spectra, especially about transient instead of just asymptotic behaviour of dynamical systems. Also, they have better convergence and approximation properties than spectra. The definition of pseudospectra of a closed densely defined linear operator $T$, for every $\varepsilon>0$, is given by:

$$
\sigma_{\varepsilon}(T):=\sigma(T) \cup\left\{\lambda \in \mathbb{C} \text { such that }\left\|(\lambda-T)^{-1}\right\|>\frac{1}{\varepsilon}\right\}
$$

or by

$$
\Sigma_{\varepsilon}(T):=\sigma(T) \cup\left\{\lambda \in \mathbb{C} \text { such that }\left\|(\lambda-T)^{-1}\right\| \geq \frac{1}{\varepsilon}\right\}
$$

[^0]By convention, we write $\left\|(\lambda-T)^{-1}\right\|=\infty$ if $\lambda \in \sigma(T)$, (spectrum of $T$ ). For $\varepsilon>0$, it can be shown that $\sigma_{\varepsilon}(T)$ is a larger set and is never empty. The pseudospectra of $T$ are a family of strictly nested closed sets, which grow to fill the whole complex plane as $\varepsilon \rightarrow \infty$ (see $[6,14,15]$ ). From these definitions, it follows that the pseudospectra associated with various $\varepsilon$ are nested sets. Then for all $0<\varepsilon_{1}<\varepsilon_{2}$, we have

$$
\sigma(T) \subset \sigma_{\varepsilon_{1}}(T) \subset \sigma_{\varepsilon_{2}}(T) \text { and } \sigma(T) \subset \Sigma_{\varepsilon_{1}}(T) \subset \Sigma_{\varepsilon_{2}}(T)
$$

and that the intersections of all the pseudospectra are the spectra,

$$
\bigcap_{\varepsilon>0} \sigma_{\varepsilon}(T)=\sigma(T)=\bigcap_{\varepsilon>0} \sum_{\varepsilon}(T) .
$$

In [1-4], A. Ammar and A. Jeribi defined the notion of Weyl pseudospectra of a closed densely defined linear operator on a Banach space $X$ by:

$$
\begin{aligned}
\sigma_{w, \varepsilon}(T) & :=\bigcap_{K \in \mathcal{K}(X)} \sigma_{\varepsilon}(T+K), \\
& :=\bigcup_{\|D\|<\varepsilon} \sigma_{w}(T+D) \quad \text { (see [2, Theorem 2.3]), }
\end{aligned}
$$

where

$$
\sigma_{w}(T):=\bigcap_{K \in \mathcal{K}(X)} \sigma(T+K),
$$

and $\mathcal{K}(X)$ is the subspace of compact operators from $X$ into $X$.
In [20], M. P. H. Wolff has given a motivation to study the essential approximation pseudospectrum. In this paper, the notion of essential approximation pseudospectrum can be extended by devoting our studies to the essential approximation spectrum. For $\varepsilon>0$ and $T \in C(X)$, we define

$$
\begin{align*}
\sigma_{\text {eap }, \varepsilon}(T) & =\bigcap_{K \in \mathcal{K}(X)} \sigma_{a p, \varepsilon}(T+K),  \tag{1}\\
\Sigma_{\text {eap }, \varepsilon}(T) & =\bigcap_{K \in \mathcal{K}(X)} \Sigma_{a p, \varepsilon}(T+K),
\end{align*}
$$

where

$$
\begin{aligned}
& \sigma_{a p, \varepsilon}(T):=\sigma_{a p}(T) \cup\left\{\lambda \in \mathbb{C}: \inf _{x \in \mathcal{D}(T),}\|x\|=1\right. \\
& \Sigma_{a p, \varepsilon}(T):=\sigma_{a p}(T) \cup\left\{\lambda \in \mathbb{C}: \inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\| \leq \varepsilon\right\},
\end{aligned}
$$

and

$$
\sigma_{a p}(T):=\left\{\lambda \in \mathbb{C}: \quad \inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\|=0\right\} .
$$

In the following, we measure the sensitivity of the set $\sigma_{a p}(T)$ with respect to additive perturbations of $T$ by an operator $D \in \mathcal{L}(X)$ of a norm less than $\varepsilon$. So we define the approximation pseudospectrum of $T$ by

$$
\begin{equation*}
\sigma_{a p, \varepsilon}(T)=\bigcup_{\|D\|<\varepsilon} \sigma_{a p}(T+D), \quad \text { (see Theorem 3.3) } \tag{2}
\end{equation*}
$$

and we characterize the essential approximation pseudospectrum by: $\lambda \notin \sigma_{\text {eap }, \varepsilon}(T)$ if, and only if, for all $D \in \mathcal{L}(X)$ such that $\|D\|<\varepsilon$, we have $\lambda-T-D \in \Phi_{+}(X)$ and $i(\lambda-T-D) \leq 0$.

The essential approximation pseudospectrum $\sigma_{\text {eap }, \varepsilon}($.$) nicely blends these properties of the essential and the$ approximation pseudospectrum, and accordingly we are interested by the following essential approximation spectrum

$$
\begin{equation*}
\sigma_{\text {eap }}(T):=\bigcap_{K \in \mathcal{K}(X)} \sigma_{a p}(T+K) . \tag{3}
\end{equation*}
$$

We have already mentioned that (1) inherits an $\varepsilon$-version from (3). We will also show that there is an essential version of (2), that is

$$
\sigma_{\text {eap }, \varepsilon}(T)=\bigcup_{\|D\|<\varepsilon} \sigma_{\text {eap }}(T+D) \quad \text { (see Theorem 4.5). }
$$

Throughout the paper, we denote by $\mathcal{L}(X)$ (resp. $C(X)$ ) the set of all bounded (resp. closed, densely defined) linear operators from $X$ into $X$. For $T \in \mathcal{C}(X)$, we denote by $\rho(T), \mathcal{N}(T)$ and $\mathcal{R}(T)$, respectively, the resolvent set, the null space and the range of $T$. The nullity of $T, \alpha(T)$, is defined as the dimension of $\mathcal{N}(T)$ and the deficiency of $T, \beta(T)$, is defined as the codimension of $\mathcal{R}(T)$ in $X$.
The set of upper semi-Fredholm operators from $X$ into $X$ is defined by

$$
\Phi_{+}(X):=\{T \in C(X): \alpha(T)<\infty, \mathcal{R}(T) \text { is closed in } X\}
$$

the set of all lower semi-Fredholm linear operators is defined by

$$
\Phi_{-}(X):=\{T \in C(X): \beta(T)<\infty, \mathcal{R}(T) \text { is closed in } X\} .
$$

The set of all semi-Fredholm linear operators is defined by

$$
\Phi_{ \pm}(X):=\Phi_{+}(X) \cup \Phi_{-}(X), \text { and }
$$

the class $\Phi(X)$ of all Fredholm linear operators is defined by

$$
\Phi(X):=\Phi_{+}(X) \cap \Phi_{-}(X)
$$

The set of bounded Fredholm linear operators from $X$ into $X$ is defined by

$$
\Phi^{b}(X):=\Phi(X) \cap \mathcal{L}(X)
$$

The set of bounded upper (resp. lower ) semi-Fredholm linear operators from $X$ into $X$ is defined by

$$
\Phi_{+}^{b}(X):=\Phi_{+}(X) \cap \mathcal{L}(X) \quad\left(\text { resp. } \Phi_{-}^{b}(X):=\Phi_{-}(X) \cap \mathcal{L}(X)\right)
$$

The index of a semi-Fredholm linear operator $T$ is defined by $i(T)=\alpha(T)-\beta(T)$. Clearly, $i(T)$ is an integer or $\pm \infty$. If $T \in \Phi(X)$, then $i(T)<\infty$. If $T \in \Phi_{+}(X) \backslash \Phi(X)$ then $i(T)=-\infty$ and if $T \in \Phi_{-}(X) \backslash \Phi(X)$ then $i(T)=+\infty$. An operator $F \in \mathcal{L}(X)$ is called an upper semi-Fredholm perturbation, if $T+F \in \Phi_{+}(X)$ whenever, $T \in \Phi_{+}(X)$. The set of upper semi-Fredholm perturbations is denoted by $\mathcal{F}_{+}(X)$. If we replace $\Phi_{+}(X)$ by $\Phi_{+}^{b}(X)$, we obtain the $\operatorname{set} \mathcal{F}_{+}^{b}(X)$.

Theorem 1.1. Let $X$ a Banach space.
(i) $[8$, Lemma 2.1] Let $T \in \mathcal{C}(X)$ and $K \in \mathcal{L}(X)$. Then
( $i_{1}$ ) If $T \in \Phi_{+}(X)$ and $K \in \mathcal{F}_{+}(X)$, then $T+K \in \Phi_{+}(X)$ and $i(T+K)=i(T)$.
(i2) If $T \in \Phi_{+}^{b}(X)$ and $K \in \mathcal{F}_{+}^{b}(X)$, then $T+K \in \Phi_{+}^{b}(X)$ and $i(T+K)=i(T)$.
(ii) [1, Theorem 6.3.1] If the set $\Phi^{b}(X)$ is not empty, then
(ii $) F \in \mathcal{F}_{+}^{b}(X)$ and $T \in \mathcal{L}(X)$ imply that $T F \in \mathcal{F}_{+}^{b}(X)$ and $F T \in \mathcal{F}_{+}^{b}(X)$.
(iii)[8, Theorem 3.9] Let $T \in \Phi_{+}(X)$. Then the following statements are equivalent:
$\left(i i_{1}\right) i(T) \leq 0$.
( iii $_{2}$ ) $T$ can be expressed in the form $T=S+K$ where $K \in \mathcal{K}(X)$ and $S \in C(X)$ is an operator with closed range and $\alpha(S)=0$.

Definition 1.2. Let $X$ be a Banach space. A linear operator $B$ from $X$ to $X$ is called $T$-compact if $\mathcal{D}(T) \subset \mathcal{D}(B)$ and whenever a sequence $\left(x_{n}\right)$ of elements of $\mathcal{D}(T)$ satisfies

$$
\left\|x_{n}\right\|+\left\|T x_{n}\right\| \leq c, \quad n=1,2, \ldots
$$

then $\left(B x_{n}\right)$ has a subsequence convergent in $X$.
The paper is organized as follows. Section 2 contains preliminary and auxiliary properties that we will need in order to prove the main results of the other sections. The main aim of section 3 is to characterize the essential approximation pseudospectrum of closed, densely defined linear operators on a Banach space. Then we give different definitions of approximation pseudospectrum and we establish relations between approximation pseudospectrum and the union of the spectra approximation point of all perturbed operators with perturbations that have norms strictly less than $\varepsilon$. Finally, we will prove the invariance of the essential approximation pseudospectrum and establish some results of perturbation on the context of closed, densely defined linear operators on a Banach space.

## 2. Preliminaries

The goal of this section consists in establishing some preliminary results which will be needed in the sequel.

The following Lemma is developed by P. H. Wolff in [20, Lemma 2.1].
Lemma 2.1. If $T \in C(X)$ and $\varepsilon>0$, then $\Sigma_{a p, \varepsilon}(T)$ is closed.

Remark 2.2. (i) Let $T \in C(X)$ and $\varepsilon>0$, then the set $\Sigma_{a p, \varepsilon}(T)$ is obtained from the set $\sigma_{a p, \varepsilon}(T)$ by taking a non-strict inequality instead of a strict inequality. This set makes the approximation pseudospectrum an open set.
(ii) It follows from the set $\Sigma_{a p, \varepsilon}(T)$ and the set $\sigma_{a p, \varepsilon}(T)$ that the boundary of $\Sigma_{a p, \varepsilon}(T), \partial \Sigma_{a p, \varepsilon}(T)$ satisfies

$$
\left.\partial \Sigma_{a p, \varepsilon}(T)=\left\{\lambda \in \mathbb{C}: \inf _{x \in \mathcal{D}(T),}\|x\|=1\right](\lambda-T) x \|=\varepsilon\right\}
$$

and $\partial \Sigma_{a p, \varepsilon}(T)$ depends continuously on $\varepsilon$.
(iii) The set $\sigma_{a p, \varepsilon}(T)$ is an open set for all $\varepsilon>0$, in contrast with the set $\Sigma_{a p, \varepsilon}(T)$ which is closed. For $\varepsilon>0$, it can be shown that $\Sigma_{a p, \varepsilon}(T)$ is a larger set and is never empty and $\Sigma_{a p, \varepsilon}(T)$ is a nested closed family with $\lim _{\varepsilon \rightarrow 0^{+}} \Sigma_{a p, \varepsilon}(T)=\sigma_{a p}(T)$.
(iv) $\sigma_{a p, \varepsilon}(T)$ and $\Sigma_{a p, \varepsilon}(T)$ are related as follows $\Sigma_{a p, \varepsilon}(T)=\sigma_{a p, \varepsilon}(T) \cup\left\{\lambda \in \mathbb{C}: \inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\|=\varepsilon\right\}$.

Now, we present the following simple and useful result:
Proposition 2.3. Let $T \in C(X)$ and $\varepsilon>0$.
(i) $\sigma_{a p, \varepsilon}(T) \subset \sigma_{\varepsilon}(T)$.
(ii) $\sigma_{a p}(T)=\bigcap_{\varepsilon>0} \sigma_{a p, \varepsilon}(T)$.
(iii) If $\varepsilon_{1}<\varepsilon_{2}$, then $\sigma_{a p}(T) \subset \sigma_{a p, \varepsilon_{1}}(T) \subset \sigma_{a p, \varepsilon_{2}}(T)$.
(iv) If $T \in \mathcal{L}(X)$ and $\lambda \in \sigma_{\text {ap, } \varepsilon}(T)$, then $|\lambda|<\varepsilon+\|T\|$.
(v) If $\alpha \in \mathbb{C}$ and $\varepsilon>0$, then $\sigma_{a p, \varepsilon}(T+\alpha)=\alpha+\sigma_{\text {ap, } \varepsilon}(T)$.
(vi) If $\alpha \in \mathbb{C} \backslash\{0\}$ and $\varepsilon>0$, then $\sigma_{\text {ap, }|\alpha| \varepsilon}(\alpha T)=\alpha \sigma_{\text {ap, }}(T)$.

Proof. (i) If $\lambda \notin \sigma_{\varepsilon}(T)$, then $\left\|(\lambda-T)^{-1}\right\| \leq \frac{1}{\varepsilon}$. Moreover,

$$
\begin{aligned}
\left.\left.\frac{1}{\inf _{x \in \mathcal{D}(T),}\|x\|=1} \right\rvert\,\|(\lambda-T) x\|\right) & =\sup _{x \in \mathcal{D}(T),\|x\|=1} \frac{\|x\|}{\|(\lambda-T) x\|} \\
& =\sup _{0 \neq x \in \mathcal{D}(T)} \frac{\|x\|}{\|(\lambda-T) x\|} \\
& =\sup _{y \in X \backslash\{0\}} \frac{\left\|(\lambda-T)^{-1} y\right\|}{\|y\|}=\left\|(\lambda-T)^{-1}\right\| \leq \frac{1}{\varepsilon},
\end{aligned}
$$

hence, $\left.\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\|\right)>\varepsilon$. So $\lambda \notin \sigma_{a p, \varepsilon}(T)$.
(ii) It is clear that $\sigma_{a p}(T) \subset \sigma_{a p, \varepsilon}(T)$, then $\sigma_{a p}(T) \subset \bigcap_{\varepsilon>0} \sigma_{a p, \varepsilon}(T)$. Conversely, if $\lambda \in \bigcap_{\varepsilon>0} \sigma_{a p, \varepsilon}(T)$, then for all $\varepsilon>0$, we have $\lambda \in \sigma_{a p, \varepsilon}(T)$. There are two possible cases:
$\underline{1^{\text {st }} \text { case }}:$ If $\lambda \in \sigma_{a p}(T)$, we get the desired result.
$\underline{2^{\text {nd }} \text { case }}:$ If $\lambda \in\left\{\lambda \in \mathbb{C}: \inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\|<\varepsilon\right\}$, taking limits as $\varepsilon \rightarrow 0^{+}$, we get for all $x \in \mathcal{D}(T)$ such that $\|x\|=1, \inf _{x \in \mathcal{D}(T),}\|x\|=1$
(iii) Let $\lambda \in \sigma_{a p, \varepsilon_{1}}(T)$, then $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\|<\varepsilon_{1}<\varepsilon_{2}$. Hence $\lambda \in \sigma_{a p, \varepsilon_{2}}(T)$.
(iv) Let $\lambda \in \sigma_{a p, \varepsilon}(T)$, then $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\|<\varepsilon$, and also $||\lambda|-\|T x\||<\|(\lambda-T) x\|$. Hence $|\lambda|<\varepsilon+\|T\|$.
(v) Let $\lambda \in \sigma_{a p, \varepsilon}(T+\alpha)$, then $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|((\lambda-\alpha)-T) x\|<\varepsilon$. Hence $\lambda-\alpha \in \sigma_{a p, \varepsilon}(T)$. This yields to $\lambda \in \alpha+\sigma_{a p, \varepsilon}(T)$. For the second inclusion it is the same reasoning.
(vi) Let $\lambda \in \sigma_{a p,|\alpha| \varepsilon}(\alpha T)$, then

$$
\begin{aligned}
\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-\alpha T) x\| & =\inf _{x \in \mathcal{D}(T),\|x\|=1}\left\|\alpha\left(\frac{\lambda}{\alpha}-T\right) x\right\| \quad \alpha \neq 0 \\
& =|\alpha| \inf _{x \in \mathcal{D}(T),\|x\|=1}\left\|\left(\frac{\lambda}{\alpha}-T\right) x\right\| \\
& <|\alpha| \varepsilon .
\end{aligned}
$$

Hence $\frac{\lambda}{\alpha} \in \sigma_{a p, \varepsilon}(T)$. So $\sigma_{a p,|\alpha| \varepsilon}(\alpha T) \subseteq \alpha \sigma_{a p, \varepsilon}(T)$. However, the reverse inclusion is similar.
Remark 2.4. P. H. Wolff shows that for all $\varepsilon>0$ that $\sum_{a p, \varepsilon}(T) \neq \sum_{\varepsilon}(T)$, (see Example 1, [20]).
Proposition 2.5. Let $T \in C(X)$ and $\varepsilon>0$.
(i) $\Sigma_{a p, \varepsilon}(T) \subset \Sigma_{\varepsilon}(T)$.
(ii) $\bigcap_{\varepsilon>0} \Sigma_{a p, \varepsilon}(T)=\sigma_{a p}(T)$.
(iii) If $\varepsilon_{1}<\varepsilon_{2}$, then $\sigma_{a p}(T) \subset \Sigma_{a p, \varepsilon_{1}}(T) \subset \Sigma_{a p, \varepsilon_{2}}(T)$.

Proof. The proof of (i), (ii) and (iii) may be achieved in the same way as the proof of (i), (ii) and (iii) for Proposition 2.3.

## 3. A Characterization of Approximation Pseudospectrum

In this section, we turn to the problem when the closure of $\sigma_{a p, \varepsilon}(T)$ is equal to $\Sigma_{a p, \varepsilon}(T)$ holds. Our first result is the following.
Theorem 3.1. Let $T \in C(X)$ and $\varepsilon>0$. Then $\lim _{\varepsilon \rightarrow \varepsilon_{0}} \Sigma_{a p, \varepsilon}(T)=\Sigma_{a p, \varepsilon_{0}}(T)$.
Proof. The approximation pseudospectrum is a family increase in function $\varepsilon$. Then for $0<\varepsilon_{0}<\varepsilon$, we have $\sigma_{a p}(T) \subseteq \Sigma_{a p, \varepsilon_{0}}(T) \subseteq \Sigma_{a p, \varepsilon}(T)$. Hence

$$
\lim _{\varepsilon \rightarrow \varepsilon_{0}} \Sigma_{a p, \varepsilon}(T)=\bigcap_{\varepsilon>\varepsilon_{0}} \Sigma_{a p, \varepsilon}(T) .
$$

Proposition 2.3-(ii) justifies the equality $\bigcap_{\varepsilon>\varepsilon_{0}} \Sigma_{a p, \varepsilon}(T)=\Sigma_{a p, \varepsilon_{0}}(T)$.
We define the following hypothesis for $T$ :
$(\mathcal{H}):\left\{\right.$ There is no open set in $\rho_{a p}(T):=\mathbb{C} \backslash \sigma_{a p}(T)$ on which the $\lambda \longmapsto \inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\|$ is constant. $\}$
Theorem 3.2. Let $T \in C(X)$ and $\varepsilon>0$. If $(\mathcal{H})$ holds, then $\overline{\sigma_{a p, \varepsilon}(T)}=\Sigma_{a p, \varepsilon}(T)$.
Proof. Since $\sigma_{a p, \varepsilon}(T) \subset \Sigma_{a p, \varepsilon}(T)$ and $\Sigma_{a p, \varepsilon}(T)$ is closed, then $\overline{\sigma_{a p, \varepsilon}(T)} \subset \Sigma_{a p, \varepsilon}(T)$. In order to prove the inverse inclusion, we take $\lambda \in \Sigma_{a p, \varepsilon}(T)$. We notice the existence of two cases:
$\underline{1^{s t} \text { case }}:$ If $\lambda \in \sigma_{a p, \varepsilon}(T)$, then $\lambda \in \overline{\sigma_{a p, \varepsilon}(T)}$.
$\underline{2^{\text {nd }} \text { case }}:$ If $\lambda \in \Sigma_{a p, \varepsilon}(T) \backslash \sigma_{a p, \varepsilon}(T)$, then $\inf _{x \in \mathcal{D}(T),\|x\|=1,}\|(\lambda-T) x\|=\varepsilon$. By using Hypothesis $(\mathcal{H})$, there exists a sequence $\lambda_{n} \in \rho_{a p}(T)$ such that $\lambda_{n} \rightarrow \lambda$, and

$$
\inf _{x \in \mathcal{D}(T),\|x\|=1}\left\|\left(\lambda_{n}-T\right) x\right\|<\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\|=\varepsilon
$$

We deduce that $\lambda_{n} \in \sigma_{a p, \varepsilon}(T)$ and also that $\lambda_{n} \rightarrow \lambda$, which implies that $\lambda \in \overline{\sigma_{a p, \varepsilon}(T)}$, then, $\Sigma_{a p, \varepsilon}(T) \subset \overline{\sigma_{a p, \varepsilon}(T)}$.
Theorem 3.3. Let $T \in C(X)$ and $\varepsilon>0$. Then the following properties are equivalent:
(i) $\lambda \in \sigma_{a p, \varepsilon}(T)$.
(ii)There exists a bounded operator $D \in \mathcal{L}(X)$ such that $\|D\|<\varepsilon$ and $\lambda \in \sigma_{a p}(T+D)$.

Proof. (i) $\Rightarrow$ (ii) Let $\lambda \in \sigma_{a p, \varepsilon}(T)$. There are two possible cases:
$\underline{1^{s t} \text { case }}:$ If $\lambda \in \sigma_{a p}(T)$, then it is sufficient to take $D=0$.
$\underline{2^{n d} \text { case }}$ : If $\lambda \notin \sigma_{a p}(T)$, then there exists $x_{0} \in X$ such that $\left\|x_{0}\right\|=1$ and $\left\|(\lambda-T) x_{0}\right\|<\varepsilon$. By using the Hahn $\overline{B a n a c h}$ Theorem, (see [11]) there exists $x^{\prime} \in X^{\prime}$ (dual of $X$ ) such that $\left\|x^{\prime}\right\|=1$ and $x^{\prime}\left(x_{0}\right)=\left\|x_{0}\right\|$. Consider the operator $D$ defined by the formula $D: X \rightarrow X, \quad x \longmapsto D x:=x^{\prime}(x)(\lambda-T) x_{0}$. Then $D$ is a linear operator everywhere defined on $X$. It is bounded, since $\|D x\|=\left\|x^{\prime}(x)(\lambda-T) x_{0}\right\| \leq\left\|x^{\prime}\right\|\|x\|\| \|(\lambda-T) x_{0} \|$, for $x \neq 0$. Therefore,

$$
\frac{\|D x\|}{\|x\|} \leq\left\|(\lambda-T) x_{0}\right\| .
$$

Hence $\|D\|<\varepsilon$. We claim that $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T-D) x\|=0$. Let $x_{0} \in X$, then

$$
\inf _{x \in \mathcal{D}(T),}\|x\|=1=1(\lambda-T-D) x\|\leq\|(\lambda-T-D) x_{0}\|\leq\|(\lambda-T) x_{0}-x^{\prime}\left(x_{0}\right)(\lambda-T) x_{0} \|=0
$$

(ii) $\Rightarrow$ (i) We assume that there exists a bounded operator $D \in \mathcal{L}(X)$ such that $\|D\|<\varepsilon$ and $\lambda \in \sigma_{\text {ap }}(T+D)$, which means that $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T-D) x\|=0$. In order to prove that $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\|<\varepsilon$, we can write,

$$
\left\|(\lambda-T) x_{0}\right\|=\left\|(\lambda-T-D+D) x_{0}\right\| \leq\left\|(\lambda-T-D) x_{0}\right\|+\left\|D x_{0}\right\| .
$$

Then, $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\|<\varepsilon$.

Remark 3.4. We can derive from Theorem 3.3 the following result. Let $T \in C(X)$ and $\varepsilon>0$. Then

$$
\sigma_{a p, \varepsilon}(T)=\bigcup_{\|D\|<\varepsilon} \sigma_{a p}(T+D) .
$$

Theorem 3.5. Let $T \in C(X)$ and $\varepsilon>0$. Then

$$
\sigma_{a p, \varepsilon}(T)=\bigcup_{D \in \Theta_{\varepsilon}(X)} \sigma_{a p}(T+D)
$$

where

$$
\Theta_{\varepsilon}(X):=\{D \in \mathcal{L}(X):\|D\|<\varepsilon \text { and } \operatorname{dim}(\mathcal{R}(D)) \leq 1\} .
$$

Proof. Let $\lambda \in \sigma_{a p, \varepsilon}(T)$. We will discuss the two following cases:
$\underline{1^{\text {st }} \text { case }}:$ If $\lambda \in \sigma_{a p}(T)$, then it is sufficient to take $D=0$.
$\underline{2}^{\text {nd }}$ case $:$ If $\lambda \notin \sigma_{a p}(T)$, then there exists $x_{0} \in X$ such that $\left\|x_{0}\right\|=1$ and $\left\|(\lambda-T) x_{0}\right\|<\varepsilon$. Putting $\left\|x_{0}\right\|=$ $\left\|(\lambda-T)^{-1}(\lambda-T) x_{0}\right\|$ implies that $\left\|(\lambda-T)^{-1}\right\|>\frac{1}{\varepsilon}$. Then we can find $y_{0} \in X$ such that $\left\|y_{0}\right\|=1$ and $\left\|(\lambda-T)^{-1} y_{0}\right\|>\frac{1}{\varepsilon}$. Hence $\left\|(\lambda-T)^{-1} y_{0}\right\|=\frac{1}{\delta}$, where $\delta<\varepsilon$. By using the Hahn Banach Theorem, there exists $x^{\prime} \in X^{\prime}$ such that $\left\|x^{\prime}\right\|=1$ and

$$
x^{\prime}\left((\lambda-T)^{-1} y_{0}\right)=\left\|(\lambda-T)^{-1} y_{0}\right\|=\frac{1}{\delta} .
$$

Now, we can define the rank-one operator by, $D: X \rightarrow X, x \longmapsto D x:=\delta x^{\prime}(x) y_{0}$. Clearly, $D$ is a linear operator everywhere defined on $X$. It is bounded, since

$$
\|D x\|=\left\|\delta x^{\prime}(x) y_{0}\right\| \leq \delta\left\|x^{\prime}\right\|\left\|y_{0}\right\|\|x\| .
$$

Then $\|D\| \leq \delta<\varepsilon$. Furthermore,

$$
D\left((\lambda-T)^{-1} y_{0}\right)=\delta x^{\prime}\left((\lambda-T)^{-1} y_{0}\right) y_{0}=\delta \frac{1}{\delta} y_{0}=y_{0}
$$

Putting $x=(\lambda-T)^{-1} y_{0}$, we will discuss these two cases:
$\underline{1^{\text {st }} \text { case }}$ : If $x=x_{0}$, we obtain

$$
\begin{aligned}
\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T-D) x\| & \leq\left\|(\lambda-T-D) x_{0}\right\| \\
& \leq\left\|(\lambda-T) x_{0}-D x_{0}\right\|=\left\|y_{0}-y_{0}\right\|=0
\end{aligned}
$$

$\underline{2^{n d} \text { case }}$ : If $x \neq x_{0}$. First, let $x=0$, then $(\lambda-T)^{-1} y_{0}=0$, which is a contradiction with $\left\|(\lambda-T)^{-1} y_{0}\right\|=\frac{1}{\delta}$.
Second, let $x \neq 0$, then $D x=y_{0}=(\lambda-T) x$. Hence, $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T-D) x\|=0$.
We deduce that $\lambda \in \sigma_{a p}(T+D)$ and $D \in \Theta_{\varepsilon}(X)$. The second inclusion is clear.

Theorem 3.6. Let $T \in C(X)$ and $\varepsilon>0$. Let $E \in \mathcal{L}(X)$ such that $\|E\|<\varepsilon$. Then

$$
\sigma_{a p, \varepsilon-\|E\|}(T) \subseteq \sigma_{a p, \varepsilon}(T+E) \subseteq \sigma_{a p, \varepsilon+\|E\|}(T)
$$

Proof. Let $\lambda \in \sigma_{a p, \varepsilon-\|E\|}(T)$. Then by Theorem 3.3 there exists a bounded operator $D \in \mathcal{L}(X)$ with $\|D\|<\varepsilon-\|E\|$ such that

$$
\lambda \in \sigma_{a p}(T+D)=\sigma_{a p}((T+E)+(D-E)) .
$$

The fact that $\|D-E\| \leq\|D\|+\|E\|<\varepsilon$ allows us to deduce that $\lambda \in \sigma_{a p, \varepsilon}(T+E)$. Using a similar reasoning to the first inclusion, we deduce that $\lambda \in \sigma_{a p, \varepsilon+\|E\|}(T)$.

Theorem 3.7. Let $T \in \mathcal{C}(X)$ and $V \in \mathcal{L}(X)$ be invertible. Let $B=V^{-1} T V$. Then

$$
\sigma_{a p}(B)=\sigma_{a p}(T),
$$

and for $\varepsilon>0$ and $k=\left\|V^{-1}|\|\mid V\|\right.$, we have

$$
\begin{align*}
\sigma_{a p, \varepsilon}(T) & \subseteq \sigma_{a p, \varepsilon}(B) \subseteq \sigma_{a p, k \varepsilon}(T), \quad \text { and }  \tag{4}\\
\Sigma_{a p, \frac{\varepsilon}{k}}(T) & \subseteq \Sigma_{a p, \varepsilon}(B) \subseteq \Sigma_{a p, k \varepsilon}(T) \tag{5}
\end{align*}
$$

Proof. we can write

$$
\begin{align*}
& \|(\lambda-B) x\|=\left\|V^{-1}(\lambda-T) V x\right\| \leq k\|(\lambda-T) x\|  \tag{6}\\
& \|(\lambda-T) x\|=\left\|V(\lambda-B) V^{-1} x\right\| \leq k\|(\lambda-B) x\| . \tag{7}
\end{align*}
$$

Let $\lambda \in \sigma_{a p}(T)$, which implies that $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\|=0$. By using Relation (6), it follows that $\inf \|(\lambda-B) x\|=0$. Hence $\lambda \in \sigma_{a p}(B)$. The converse is similar: it is sufficient to use Relation (7).

For the second result, If $\lambda \in \sigma_{a p, \frac{\varepsilon}{k}}(T)$, then using Relation (6), we obtain $\lambda \in \sigma_{a p, \varepsilon}(B)$. if $\lambda \in \sigma_{a p, \varepsilon}(B)$, then using Relation (7), we obtain $\lambda \in \sigma_{a p, k \varepsilon}(B)$. The Second formula in (4) holds and the proof is similar to Relation (5).

The closure of $\sigma_{a p, \varepsilon}(T)$ is always contained in $\Sigma_{a p, \varepsilon}(T)$, but equality holds if, and only if, $T$ does not have constant infimum norm on any open set. The present part addresses the question on whether or not a similar equality holds in the case of non-strict inequalities:

$$
\Sigma_{a p, \varepsilon}(T) \stackrel{\boldsymbol{?}}{=} \bigcup_{\|D\| \leq \varepsilon} \sigma_{a p}(T+D)
$$

Theorem 3.8. Let $T \in C(X)$ and $\varepsilon>0$. We have

$$
\bigcup_{\|D\| \leq \varepsilon} \sigma_{a p}(T+D) \subset \Sigma_{a p, \varepsilon}(T)
$$

Proof. Let $\lambda \notin \Sigma_{a p, \varepsilon}(T)$, then $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\|>\varepsilon$. In order to prove that $\lambda \notin \bigcup_{\|D\| \leq \varepsilon} \sigma_{a p}(T+D)$, which means that, $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T-D) x\|>0$ for all $D \in \mathcal{L}(X)$ such that $\|D\| \leq \varepsilon$, we have $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T-D) x\| \geq$ $\inf _{x \in \mathcal{D}(T),\|x\|=1}|\|(\lambda-T) x\|-\|D x\|| \geq \inf _{x \in \mathcal{D}(T),}\|x\|=1|\|(\lambda-T) x\|-\varepsilon\|x\||>0$.

We first consider the following example:

Example 3.9. Let $l_{1}(\mathbb{N})=\left\{\left(x_{j}\right)_{j \geq 1}: x_{j} \in \mathbb{C}\right.$ and $\left.\sum_{j=1}^{+\infty}\left|x_{j}\right|<\infty\right\}$ be equipped with the following norm $\|x\|:=\sum_{j=1}^{\infty}\left|x_{j}\right|$ and we define the operator $T$ by:

$$
\left\{\begin{aligned}
T: l_{1}(\mathbb{N}) & \rightarrow l_{1}(\mathbb{N}) \\
x & \longmapsto T x \\
\text { where } T x & =\left((1+2 \varepsilon) x_{1}-\sum_{j=2}^{\infty} x_{j},-\varepsilon_{2} x_{2}, \ldots,-\varepsilon_{n} x_{n}, \ldots\right)
\end{aligned}\right.
$$

$x=\left(x_{1}, x_{2}, \ldots, x_{n}, \ldots\right) \in l_{1}(\mathbb{N})$ and $\varepsilon_{n}$, where $n=2,3, \ldots$ is a sequence of positive numbers monotonically decreasing to 0 . It was proved by $E$. Shargorodsky in [12], that $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(2 \varepsilon I-T) x\|=\varepsilon$, and for all $D \in \mathcal{L}(X),\|D\| \leq$ $\varepsilon$, we have $2 \varepsilon \in \rho(T+D)$. It follows that $2 \varepsilon \in \Sigma_{a p, \varepsilon}(T)$ and $2 \varepsilon \notin \sigma_{a p}(T+D)$ for all $\|D\| \leq \varepsilon$. Then $2 \varepsilon \notin \bigcup_{\|D\| \leq \varepsilon} \sigma_{a p}(T+D)$. Hence $\bigcup_{\|D\| \leq \varepsilon} \sigma_{a p}(T+D) \subsetneq \Sigma_{a p, \varepsilon}(T)$.

Theorem 3.10. Let $T \in C(X)$ and $\varepsilon>0$. If $(\mathcal{H})$ holds, then

$$
\Sigma_{a p, \varepsilon}(T)=\bigcup_{\|D\| \leq \varepsilon} \sigma_{a p}(T+D)
$$

Proof. It follows from Theorem 3.8 and Theorem 3.3 that

$$
\overline{\sigma_{a p, \varepsilon}(T)} \subseteq \overline{\bigcup_{\|D\| \leq \varepsilon} \sigma_{a p}(T+D)} \subseteq \quad \Sigma_{a p, \varepsilon}(T)
$$

We assume that $(\mathcal{H})$ holds, then $\overline{\sigma_{a p, \varepsilon}(T)}=\Sigma_{a p, \varepsilon}(T)$, hence

$$
\overline{\bigcup_{\|D\| \leq \varepsilon} \sigma_{a p}(T+D)}=\Sigma_{a p, \varepsilon}(T)
$$

It follows from Theorem 3.8 and Theorem 3.3 that Theorem 3.10 is an equality if, and only if, the level set $\left\{\lambda \in \mathbb{C}: \inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T) x\|=\varepsilon\right\}$ is a subset of $\bigcup_{\|D\|=\varepsilon} \sigma_{a p}(T+D)$.

## 4. Essential Approximation Pseudospectrum

In this section, we have the following useful stability result for the essential approximation pseudospectrum.

Definition 4.1. Let $T \in \mathcal{C}(X)$. We define the essential approximation spectrum of the operator $T$ by:

$$
\sigma_{\text {eap }}(T)=\bigcap_{K \in \mathcal{K}(X)} \sigma_{a p}(T+K) .
$$

The following result gives the essential approximation spectrum of the operator $T$ in terms of upper semiFredholm linear operators.

Proposition 4.2. [8, Proposition 3.1] Let $T \in C(X)$. Then
$\lambda \notin \sigma_{\text {eap }}(T)$ if, and only if, $\lambda-T \in \Phi_{+}(X)$ and $i(\lambda-T) \leq 0$.
In what follows, we will bring a new definition of the essential approximation pseudospectrum.

Definition 4.3. Let $T \in C(X)$ and $\varepsilon>0$. We define the essential approximation pseudospectrum of the operator $T$ by

$$
\sigma_{e a p, \varepsilon}(T)=\bigcap_{K \in \mathcal{K}(X)} \sigma_{a p, \varepsilon}(T+K) .
$$

Proposition 4.4. Let $T \in C(X)$ and $\varepsilon>0$. Then
(i) $\bigcap_{\varepsilon>0} \sigma_{\text {eap }, \varepsilon}(T)=\sigma_{\text {eap }}(T)$.
(ii) If $\varepsilon_{1}<\varepsilon_{2}$, then $\sigma_{\text {eap }}(T) \subset \sigma_{\text {eap }, \varepsilon_{1}}(T) \subset \sigma_{\text {eap }, \varepsilon_{2}}(T)$.
(iii) $\sigma_{\text {eap }, \varepsilon}(T+F)=\sigma_{\text {eap }, \varepsilon}(T)$ for all $F \in \mathcal{K}(X)$.

Proof. (i) $\sigma_{\text {eap }}(T) \subset \sigma_{\text {eap, }}(T)$. Indeed, Let $\lambda \notin \sigma_{\text {eap, },}(T)$. Then there exists $K \in \mathcal{K}(X)$, such that $\inf _{x \in \mathcal{D}(X),\|x\|=1} \|(\lambda-$ $T-K) x \|>\varepsilon>0$. Hence $\lambda \notin \sigma_{\text {eap }}(T)$, so $\sigma_{\text {eap }}(T) \subset \bigcap_{\varepsilon>0} \sigma_{\text {eap }, \varepsilon}(T)$. Conversely, let $\lambda \in \bigcap_{\varepsilon>0} \sigma_{\text {eap }, \varepsilon}(T)$. Hence for all $\varepsilon>0$, we have $\lambda \in \sigma_{e a p, \varepsilon}(T)$. Then for every $K \in \mathcal{K}(X)$ we obtain $\lambda \in \sigma_{a p, \varepsilon}(T+K)$. This implies that $\inf _{x \in \mathcal{D}(X),,\|x\|=1}\|(\lambda-T-K) x\|<\varepsilon$. Taking limits as $\varepsilon \rightarrow 0^{+}$, we infer that $\lambda \in \sigma_{\text {eap }}(T)$.
(ii) Let $\lambda \in \sigma_{\text {eap, } \varepsilon_{1}}(T)$, then there exists $K \in \mathcal{K}(X)$, such that $\inf _{x \in \mathcal{D}(X),\|x\|=1}\|(\lambda-T-K) x\|<\varepsilon_{1}<\varepsilon_{2}$. So $\lambda \in \sigma_{\text {eap, }, \varepsilon_{2}}(T)$.
(iii) It follows immediately from Definition 4.3 that $\sigma_{\text {eap }, \varepsilon}(T+F)=\sigma_{\text {eap }, \varepsilon}(T)$ for all $F \in \mathcal{K}(X)$.

In what follows, Theorem 4.5 gives a characterization of the essential approximation pseudospectrum by means of semi-Fredholm operators.

Theorem 4.5. Let $T \in C(X)$ and $\varepsilon>0$. Then the following properties are equivalent:
(i) $\lambda \notin \sigma_{\text {eap }, \varepsilon}(T)$.
(ii) For all $D \in \mathcal{L}(X)$ such that $\|D\|<\varepsilon$, we have $\lambda-T-D \in \Phi_{+}(X)$ and $i(\lambda-T-D) \leq 0$.

Proof. (i) $\Rightarrow$ (ii) Let $\lambda \notin \sigma_{\text {eap, },}(T)$. It follows that there exists a compact operator $K$ on $X$ such that $\lambda \notin$ $\sigma_{a p, \varepsilon}(T+K)$. By using Theorem 3.3, we notice that $\lambda \notin \sigma_{a p}(T+D+K)$, for all $D \in \mathcal{L}(X)$ such that $\|D\|<\varepsilon$. So,

$$
\lambda-T-D-K \in \Phi_{+}(X) \text { and } i(\lambda-T-D-K) \leq 0
$$

for all $D \in \mathcal{L}(X)$ such that $\|D\|<\varepsilon$. Using Theorem 1.1, we get, for all $D \in \mathcal{L}(X)$ such that $\|D\|<\varepsilon$,

$$
\lambda-T-D \in \Phi_{+}(X) \text { and } i(\lambda-T-D) \leq 0
$$

(ii) $\Rightarrow$ (i) We assume that for all $D \in \mathcal{L}(X)$ such that $\|D\|<\varepsilon$ we have

$$
\lambda-T-D \in \Phi_{+}(X) \text { and } i(\lambda-T-D) \leq 0 .
$$

Based on Lemma 1.1, $\lambda-T-D$ can be expressed in the form $\lambda-T-D=S+K$, where $K \in \mathcal{K}(X)$ and $S \in \mathcal{C}(X)$ is an operator with closed range and $\alpha(S)=0$. So

$$
\lambda-T-D-K=S \text { and } \alpha(\lambda-T-D-K)=0
$$

By using [11, Theorem 3.12] there exists a constant $c>0$ such that

$$
\|(\lambda-T-D-K) x\| \geq c\|x\|, \text { for all } x \in \mathcal{D}(T)
$$

This proves that $\inf _{x \in \mathcal{D}(T),\|x\|=1}\|(\lambda-T-D-K) x\| \geq c>0$. Thus $\lambda \notin \sigma_{a p}(T+D+K)$, and therefore $\lambda \notin \sigma_{\text {eap }, \varepsilon}(T)$.

Remark 4.6. It follows immediately from Theorem 4.5 that $\lambda \notin \sigma_{\text {eap }, \varepsilon}(T)$ if, and only if, for all $D \in \mathcal{L}(X)$ such that $\|D\|<\varepsilon$ we obtain

$$
\lambda-T-D \in \Phi_{+}(X) \text { and } i(\lambda-T-D) \leq 0
$$

This is equivalent to

$$
\sigma_{e a p, \varepsilon}(T)=\bigcup_{\|D\|<\varepsilon} \sigma_{e a p}(T+D)
$$

From Definition 4.3 and Proposition 4.4, we get the following corollary:
Corollary 4.7. Let $T \in C(X)$ and $\varepsilon>0$. Then

$$
\sigma_{e a p}(T)=\lim _{\varepsilon \rightarrow 0} \overline{\bigcap_{K \in \mathcal{K}(X)} \sigma_{a p, \varepsilon}(T+K)}=\bigcap_{\varepsilon>0}\left(\bigcup_{\|D\|<\varepsilon} \sigma_{\text {eap }}(T+D)\right) .
$$

Theorem 4.8. Let $T \in C(X)$ and $\varepsilon>0$. Then

$$
\sigma_{\text {eap }, \varepsilon}(T)=\bigcap_{F \in \mathcal{F}+(X)} \sigma_{a p, \varepsilon}(T+F) .
$$

Proof. Let $\lambda \notin \bigcap_{F \in \mathcal{F}^{+}(X)} \sigma_{a p p, \varepsilon}(T+F)$, then there exists $F \in \mathcal{F}^{+}(X)$ such that $\lambda \notin \sigma_{a p, \varepsilon}(T+F)$. From Theorem 3.3, we see that $\lambda \notin \sigma_{a p}(T+F+D)$, for all $D \in \mathcal{L}(X)$ such that $\|D\|<\varepsilon$. Therefore,

$$
\lambda-T-F-D \in \Phi_{+}(X) \text { and } i(\lambda-T-F-D) \leq 0
$$

Using Theorem 1.1, we conclude that for all $D \in \mathcal{L}(X)$ such that $\|D\|<\varepsilon$,

$$
\lambda-T-D \in \Phi_{+}(X) \text { and } i(\lambda-T-D) \leq 0
$$

Finally, Theorem 4.5 shows that $\lambda \notin \sigma_{\text {eap }, \varepsilon}(T)$. For the second inclusion, it is clear that

$$
\bigcap_{F \in \mathcal{F}+(X)} \sigma_{a p, \varepsilon}(T+F) \subset \bigcap_{F \in \mathcal{K}(X)} \sigma_{a p, \varepsilon}(T+F):=\sigma_{\text {eap }, \varepsilon}(T),
$$

because $\mathcal{K}(X) \subset \mathcal{F}^{+}(X)$.
Remark 4.9. Let $T \in C(X)$ and $\varepsilon>0$.
(i) Using Theorem 4.8, we infer that $\sigma_{\text {eap }, \varepsilon}(T+F)=\sigma_{\text {eap }, \varepsilon}(T)$ for all $F \in \mathcal{F}^{+}(X)$.
(ii) Let $\mathfrak{I}(X)$ be a subset of $\mathcal{L}(X)$. If $\mathcal{K}(X) \subset \mathfrak{I}(X) \subset \mathcal{F}^{+}(X)$, then $\sigma_{\text {eap }, \varepsilon}(T)=\bigcap_{M \in \mathfrak{J}(X)} \sigma_{\text {ap }, \varepsilon}(T+M)$ and $\sigma_{\text {eap }, \varepsilon}(T+J)=$ $\sigma_{\text {eap }, \varepsilon}(T)$ for all $J \in \mathfrak{J}(X)$.
Lemma 4.10. Let $\varepsilon>0, T$ and $B$ be two elements of $C(X)$. Assume that for a bounded operator $D$ such that $\|D\|<\varepsilon$, the operator $B$ is $(T+D)$-compact, then $\sigma_{\text {eap }, \varepsilon}(T)=\sigma_{\text {eap }, \varepsilon}(T+B)$.
Proof. Let $\lambda \notin \sigma_{\text {eap, },}(T)$, then for all $D \in \mathcal{L}(X)$ such that $\|D\|<\varepsilon$, we have $\lambda-T-D \in \Phi_{+}(X)$ and $i(\lambda-T-D) \leq 0$. Since $B$ is $(T+D)$-compact and applying [10, Theorem 3.3], we get

$$
\lambda-T-B-D \in \Phi_{+}(X) \text { and } i(\lambda-T-B-D) \leq 0
$$

Therefore, $\lambda \notin \sigma_{\text {eap }, \varepsilon}(T+D)$. We conclude that $\sigma_{\text {eap }, \varepsilon}(T+B) \subset \sigma_{\text {eap }, \varepsilon}(T)$. Conversely, let $\lambda \notin \sigma_{\text {eap }, \varepsilon}(T+B)$. Then for all $D \in \mathcal{L}(X)$ such that $\|D\|<\varepsilon$, we have $\lambda-T-B-D \in \Phi_{+}(X)$ and $i(\lambda-T-B-D) \leq 0$. On the other hand, $B$ is $(T+D)$-compact. Using [10, Theorem 2.12], we deduce that $B$ is $(T+B+D)$-compact, then

$$
\lambda-T+D \in \Phi_{+}(X) \text { and } i(\lambda-T-D) \leq 0 .
$$

Therefore $\lambda \notin \sigma_{\text {eap }, \varepsilon}(T)$. This proves that $\sigma_{\text {eap }, \varepsilon}(T) \subset \sigma_{\text {eap }, \varepsilon}(T+B)$.
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