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GENERALIZATION OF TWO ASYMPTOTICALLY
STATISTICAL EQUIVALENT THEOREMS

EKREM SAVAS AND RICHARD F. PATTERSON

ABSTRACT. The goal of this paper is to present two theorems that char-
acterize asymptotically statistical equivalent of multiple L and the reg-
ularity of asymptotically statistical convergence by using a sequence of
infinite matrices.

1. INTRODUCTION AND BACKGROUND

In 1998 Kolk presented the notion of B-statistical convergence by consid-
ering a sequence of infinite matrices. In addition, the definition of asymp-
totically statistical equivalent sequences was presented in [6]. By combining
the notions of B-statistical convergence and asymptotically statistical equiv-
alent sequences we shall present answers to the following questions: Which
type of summability matrices preserve asymptotically statistical equivalent
of multiple L for a given sequence? What are the necessary and sufficient
conditions that will ensure the regularity of asymptotically statistical for a
given sequence? Let ' = {z = (z1) : Y50 |2kx] < 0.} and dy = {z =
(xx) : lmy, Y30 an ko = exists}.
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Definition 1.1 (Fridy, [1]). For each x = (zy) in I' the “ remainder se-
quence” [Rzx] is the sequence whose n-th term is

Ryx = Z |z .
k>n

Definition 1.2 (Marouf, [4]). Two nonnegative sequences x = (xy), and
y = (yx) are said to be asymptotically equivalent if

lim 2% = 1
kE Yk

(denoted by x~y).

Definition 1.3 (Fridy, [2]). The sequence x = (xy) has statistical limit L
provided that for every e > 0,

1
lim —{the number of k <mn: |z — L| > €} =0.
non

The next definition is natural combination of definition (1.2) and (1.3).

Definition 1.4. Two nonnegative sequences x = () andy = (yx) are said

to be asymptotically statistical equivalent of multiple L, briefly o y, if for

every € > 0,
1
lim — {kgn: “—L‘ze}
nn Yk

where |K| denotes the cardinality of K.

Let Ps = {x = (x) : xx > 6 > 0 for all k} and let Py be the set of all
nonnegative sequences which have at most a finite number of zero entries.

For x = (z1) € I* let Rx = (Rpx) = (3}, |7x]). For a sequence x and
an infinite matrix A = (an 1) let Az = (3, 5n7kxk) provided that all series
> ok On kTE CONVErge.
Definition 1.5. If B = (B;) is a sequence of infinite matrices B; = (by, (7)),
then a sequence x € l, is said to be B-summable to the value g if lim, (B;z),
= limy, > ) by i (0)x = x0, uniformly in i.

=0,

Taking in the theorems of Patterson [6] a summability method B instead
of summability matrix A the authors give two analogous theorems.

Definition 1.6. A summability matriz B = (B;) is asymptotically statistical
regular provided that B;x 2 B;y whenever x 2 Yy, ¢ € Py, and y € Ps for
some & > 0.

2. MAIN RESULTS

In this section we shall present two theorems concerning necessary and
sufficient conditions of the matrix transformation that will preserve asymp-
totically statistical equivalents of multiple L of a given sequence and the
regularity of asymptotically statistical convergence.
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Theorem 2.1. If B = (B;) is a sequence of infinite nonnegative matrices
with B; = (bn (i) that maps bounded sequence v = (z1) into I' then the
following statements are equivalent:

L
(1) If x = (zx) and y = (yr) are sequences such that x L Yy, x € Py and
y € Ps for some 6 > 0 then

R, (Biz) % Ru(Byy).
(2)
p k p, ()
Zp— 21 bp,(0)

Proof. The definition of asymptotlcally statistically equivalent of multiple L
can be interpreted as the following:

{k<n

1
lim — max
non i

ZE}‘ =0 for each m and € > 0.

Ts L‘ < ¢ for almost all s( denoted by a.a.s).
Ys

This implies that

(2.1) (L —€)ys < xs < (L + €)ys a.a.s.

Let us consider the for all 4, R,(B;z) = > 2, > 22 byr()@r; which implies
the following

R, (B;x) < Z Zp n Maxo<r<p—1{bp (i)},
R,(Biy) ~ Zp:n Z’r:l bp,r (1) Yr

2 pen 2or=r bpr (1) 2+

Z;in Z?il bp,r (1) Yr

Using (2.1) we obtain the following:

+

Rn(Biz) _ S Y maxo<r<r-1{bpr (1)}

+ (L+e¢€) a.an
Rn(Bzy) 0 Zp:k’ > by, (4)
Thus by Equation (2) for all ¢
limsup ——= < (L +¢€) a.an .
Inequality (2.1) can be used in a similar manner to obtain the following:
lim inf B (Biz) > (L —¢)aan.

n Ry (By)
Thus
Rn(Biz) % Ry (Biy).
For the second part of this theorem let us consider the following two se-
quences:
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_J 0 ifs<K
Ts =91 1 otherwise

where K is a positive integer and ys = 1 for all s . The two sequences imply
the following: for all ¢,

Ro(Biz) = (Bix) = > > bis(i)
k=n k=ns=K+1
0o 00 oo K
= 2D ks =YD bks(i)
k=n s=1 k=n s=0
Therefore for all 4
.. . Ry(B) (K+1)> 0%, bp(i)
st —liminf ———= <1 — st —lim Sup .
n Rn(Bly) Zp n Zs 1 bp 5( )

where 0 < k£ < K. Since each nonconstant element of the last inequality has
statistical limit zero we obtain the following for all ¢:

lim Ln(Bﬂ:)
This completes the proof. O

=1a.an.

In 1980 Pobyvanets presented definition for asymptotically equivalent se-
quences and asymptotic regular matrices. Using these definitions he also
presented a Silverman Toeplitz type characterization for asymptotic equiva-
lent sequences. In similar manner we have presented a definition for asymp-
totically statistical equivalent sequences via a sequence of infinite matrices
and use it to present Silverman Toeplitz conditions similar to Poyvanents’
results.

Theorem 2.2. In order for a sequence of summability matrices B to be
asymptotically statistical reqular it is necessary and sufficient that for each
fixed positive integer ko

(1) Z];‘):l bnp(i) is bounded for each (n,1).

(2)

1 bn
lim — max ¢ the number of k <n p 1 0 (0) > € for each kg and € > 0
nnot Zp k:l ( )
=0.

Proof. The necessary part of this theorem is established in a manner similar
to that of the necessary part of the last theorem. To establish the sufficient

L
part of this theorem, let ¢ > 0 and x < Yy, ¢ € Py and y € Py for some § > 0
these conditions implies that

(2.2) (L — €)¥Ysta < Tsta < (L + €)ystq a.a.s for some o =1,2,3,....
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Let us consider the following:

(Biz)p _ >t bnp(D)zp + 32021 1 bnp (D)2
(Biy)n Zazl bnp(4)yp + ;Z‘;Ha bnp(4)Yp

P 221 brp()zp p;o a+1 bn,p( )Zp
)

yp

107021-9—0( b"bp(z)yp p a+1 bnyp(l

S S bnp(0)y
Boopfl ;P AP 1
p=1+a br,p(1)yp T

Inequality (2.2) implies that for all 4,

lim

=L, a.a.n.

Zp_1+a n,p(z)
(1)y

Since z € Py, y € Ps, and condltlon (2) holds we obtain the following for all
1

2 p=1 b ,p( )Zp

=0, a.a.n
” Zp 1+a bnp (D) Yp
and
1 bn (2
ZP 1 b (0)5p =0, a.a.n.
" Zp—1+a »(0)p
Thus for all 4 B
limM =L, a.a.n.
.. . st St
This implies that Bx '~ By where z '~ y, y € Py, and y € Pj for some
0 > 0. This completes the proof. ([

If we let B; = A for all i the above theorems reduces to Patterson’s results
in [6]
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